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Abstract

This thesis deals with cooperative traffic information systems, which support the driver

of a car in selecting a route, based on traffic information collected by other cars. System

participants contribute measurements of the traffic situation in their vicinity (e. g., current

traffic flow speed) and use the measurements made by other drivers to find the fastest route

to their destination with regard to the current conditions. Such systems help avoid traffic

jams, highly congested roads, place of accidents and other unexpected deterioration.

The communication pattern of the discussed application is quite challenging: continuously

updated data (i. e., description of the current traffic conditions) are to be made available to

multiple participants spread over relatively large geographical areas. Cooperative traffic in-

formation systems have primarily been discussed in the context of direct, ad-hoc commu-

nication between cars. We formally show in this thesis that a very special communication

properties of the discussed application do not fit into the constrained capacity offered by

mobile ad-hoc networks. Consequently, this work proposes an alternative design, based

on a peer-to-peer paradigm and cellular networks, to efficiently distribute traffic informa-

tion.

Since the data maintained in a cooperative traffic information system have a very specific

structure, it is particularly profitable—in terms of bandwidth consumption and latency—

to tailor the system to this specific application domain instead of re-using generic peer-to-

peer approaches. In our work we shall point out the limitations of generic P2P networks

when it comes to the exchange of dynamic traffic related data. Then we will present Peer-

to-Peer-based cooperative Traffic Information System: PeerTIS. That is an adjusted generic

peer-to-peer overlay, which accounts for the special properties of the discussed applica-

tion. In addition to a detailed description of such adjustments, we will also provide eval-

uation showing the technical feasibility of the peer-to-peer-based traffic information sys-

tem.

Although PeerTIS is a step forward towards an efficient implementation of a working inter-

vehicular application, it still possesses some limitations. In particular, the unfair load dis-

tribution among the participants of PeerTIS might undermine the idea of cooperative sys-

iii



Abstract

tems, with all the participants being equal in rights and obligations. Thus latter in the the-

sis we will take a significant step further and develop GraphTIS—a peer-to-peer network

specifically designed to manage traffic information. It is a novel peer-to-peer system that

has specifically been designed to support traffic information systems. It preserves the struc-

ture of the stored data, allowing for a quick and efficient retrieval of the data, at the same

time avoiding the pitfalls of PeerTIS.

The efficient retrieval of the data stored in a traffic information system is only the first part

of the complete solution. The data stored in the system are dynamic, thus a mechanism

for keeping in touch with the updates must also be developed and implemented. In this

thesis we will present a novel approach to achieve this aim. We will extend our peer-to-

peer system with a publish/subscribe module to distribute the updates efficiently.

The efficiency and feasibility of our algorithms are important properties of the proposed

solution, but even more important is the assessment of the potential benefit for the user

which our system can offer when deployed. We will devote a separate chapter of the work

to the problem of dynamic routing with availability of traffic information. We discuss two

possible routing algorithms and compare them in a simulation environment composed of

a network simulator and the fully-fledged car traffic simulator SUMO. By using a traffic

simulator and maps of a real agglomeration we increase the plausibility of the evaluation.

Our results show that when deployed, the system can indeed bring benefits to its users by

reducing the average travel times of the simulated cars.
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Zusammenfassung

Das Thema dieser Dissertation sind kooperative Verkehrsinformationssysteme. Solche Sys-

teme unterstützen den Fahrer bei der Auswahl seiner Route. Dabei wird die von anderen

Teilnehmern beobachtete Verkehrssituation bei der Routenplanung durch ein Navigations-

system berücksichtigt. Alle Teilnehmer laden die Messungen der Verkehrssituation in ihrer

Umgebung (z. B.: ihre aktuelle Geschwindigkeit) im das System hoch. Mit solchen Daten ist

es dann möglich Staus, stark überlastete Straßen oder Unfallstellen zu vermeiden. Das Ziel

dieser Arbeit ist es, Methoden zu entwickeln, um diese Informationen an die Teilnehmer

des Netzwerks effizient zu verteilen.

Das Kommunikationsmuster der betrachteten Anwendung ist sehr anspruchsvoll: Ständig

aktualisierte Daten (die Messungen der aktuellen Verkehrssituation) werden an viele Teil-

nehmer in relativ großen geographischen Gebieten verteilt. Bisher wurde als Grundlage für

solche Anwendungen vor allem die direkte Kommunikation zwischen Fahrzeugen unter-

sucht. In dieser Arbeit zeigen wir formal, dass die besonderen Eigenschaften der diskutier-

ten Anwendung die Kapazität des Netzwerkes sehr stark beanspruchen. Was zu hohen La-

tenzen bzw. Detailverlust der Daten führen kann. Deswegen schlagen wir eine neue Art von

Verkehrsinformationssystemen vor. Hier werden die Verkehrsmessungen über infrastruk-

turbasierte Funktechnologien wie UMTS oder GSM in ein Peer-to-Peer-Overlay übermittelt

und dort gespeichert. In einem solchen System werden die Verkehrsmessungen nicht nur

kooperativ gesammelt, sondern auch verwaltet.

Die Daten in einem kooperativen Verkehrsinformationssystem haben eine sehr spezifische

Struktur, die ungefähr die Struktur der Straßennetzes widerspiegelt. Im ersten Teil der Ar-

beit zeigen wir, dass es besonders profitabel ist — in Bezug auf Bandbreite und Latenz

— das System so zu bauen, dass diese spezifische Struktur erhalten bleibt. Wir präsen-

tieren PeerTIS: ein angepasstes Peer-to-Peer-Overlay, das auf die speziellen Eigenschaften

der Anwendung zugeschnitten ist. Neben der detaillierten Beschreibung dieser Anpassun-

gen belegen wir in einer simulativen Studie die technische Machbarkeit des peer-to-peer-

basierten Verkehrsinformationssystems. Wie sich herausstellt, weist schon dieser struktu-

rell vergleichsweise einfache Ansatz sehr vorteilhafte Eigenschaften auf, welche seine prin-
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Zusammenfassung

zipielle Eignung für den Aufbau eines Peer-to-Peer-Verkehrsinformationssystems unter-

streichen.

Obwohl PeerTIS einen Schritt in Richtung einer effizienten Implementierung der Anwen-

dung darstellt, leidet es unter einigen Einschränkungen. Insbesondere die unfaire Lastver-

teilung zwischen den Teilnehmern in PeerTIS wird zum Problem. Solche Unfairness kann

die Idee des kooperativen Systems im Gefahr bringen. Es kann nämlich zu einer Situation

führen in der manche Peers deutlich mehr Aufwand betreiben müssen, obwohl alle Teil-

nehmer die gleiche Daten im Tausch bekommen. Auf Basis der mit dem ersten Ansatz ge-

wonnenen Erfahrungen gehen wir in einem zweiten Entwurf noch einen Schritt weiter: Um

die Struktur der gespeicherten Daten noch besser auszunutzen wird ein neues Overlay ent-

wickelt. Wir haben erkannt, dass für eine effiziente Speicherung und Bearbeitung der An-

fragemuster der Anwendung die Topologie des Straßennetzes sehr wichtig ist. Deswegen

wird in dem weiteren Teil der Arbeit ein neues System GraphTIS entwickelt — ein Peer-

to-Peer-Netzwerk speziell für die Verwaltung von Verkehrsinformationen. Dieses Peer-to-

Peer-Netzwerk unterscheidet sich in wenigstens einer Hinsicht fundamental von existie-

renden Peer-to-Peer-Systemen. Es erhält die Struktur der gespeicherten Daten, in dem es

einen Straßengraphen effizient verteilt speichert. Dadurch ermöglicht es ein effizientes und

schnelles Auffinden der Daten, gleichzeitig vermeidet es die Lastverteilungsprobleme von

PeerTIS.

Das effiziente Auffinden der Daten im Verkehrsinformationssystem ist nur der erste Teil der

vorgeschlagene Lösung. Die im System gespeichert Daten sind dynamisch, weil die Ver-

kehrslage sich über die Zeit ändert. Deswegen wird ein Mechanismus für eine reibungs-

lose und effiziente Verteilung der Änderungen benötigt. In dieser Arbeit präsentieren wir

einen neuen Ansatz, das zu gewährleisten. Wir verwenden dabei das Publish/Subscribe-

Paradigma. Unsere Evaluation zeigt, dass der Ansatz zu einer deutlichen Reduktion der

Bandbreite führt.

Die Effizienz und prinzipielle Machbarkeit unserer Algorithmen sind wichtige Eigenschaf-

ten der vorgeschlagenen Lösung, aber noch wichtiger ist die Evaluation der potentiel-

len Gewinne, die unser System dem Benutzer ermöglicht. Wir werden ein eigenes Kapi-

tel der Arbeit dem Problem des dynamischen Routing mit Verfügbarkeit von dynamischen

Verkehrsinformationen widmen. Insbesondere diskutieren wir zwei mögliche Routing-

Algorithmen und vergleichen sie in einer realistischen Simulationsumgebung. Unsere Si-

mulationsumgebung besteht aus dem Netzwerk-Simulator Oversim sowie dem Verkehrs-

simulator SUMO. Durch die Verwendung eines Verkehrssimulators und realen Karten er-

höhen wir die Plausibilität der Evaluation. Unsere Ergebnisse zeigen, dass das System,
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wenn implementiert, seinen Nutzern in der Tat Vorteil bringen kann: die durchschnittli-

chen Fahrzeiten werden reduziert.
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Chapter 1

Introduction

Within the short period of time since their invention, cars have become a very important

part of our everyday life. Their presence is so commonplace that we forget how often we

rely on their service. They bring us to work, to our families and are widely used as a means

of public transportation and for transporting goods. According to the statistics published

by the European Automobile Manufacturers Association (ACEA) [Ace], in 2008 fleet volume,

that is the number of vehicles in use, in the EU comprised of about 234 million units, 134

in the USA and over 57 million in Japan. Car density, that is the number of registered cars

per 1000 inhabitants, was 470 in the EU, 450 in Japan and 444 in the USA. Despite the eco-

nomic meltdown of the recent years, the number of new passenger cars registered in 2009

amounted to over 1 million units in Europe. As the cars are part of our lives, so are their

dark sides: air pollution, car accidents, traffic congestion, etc. It can be expected that the

problems will intensify, especially in city environments. According to the Global Report

on Human Settlements [Setb] prepared by the United Nations Center for Human Settle-

ments (Habitat), the level of urbanization (that is the percentage of population in urban

settlements) changed from 67 % to 75 % in Europe in the recent 20 years, and will further

increase to 83 % in the year 2025. Efficient transportation in city environments will appar-

ently remain a challenge for a longer period of time.

It is hard to expect that the number of cars on the roads will suddenly go down. The number

of cars will rather increase, particularly in city areas due to the increasing urbanization.

The capacity of the road network, on the other hand, is clearly upper-bounded. Thus a

challenge arises in determining how to use the limited resources more efficiently so as to

make traveling by car safer, enjoyable and more efficient. This thesis will present a possible

solution to relieve the problem of congestion, a type of Intelligent Transportation Systems

called Traffic Information Systems (TIS). Such systems provide the drivers with a detailed

picture of the current traffic situation in a given area and enable dynamic navigation. They
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can be viewed as a natural evolution of the currently widely available on-board navigation

systems. Current systems use static maps to determine the shortest path to the planned

destination. Due to congestion and other unexpected incidents this shortest path is not

always the fastest one. Traffic information systems, on the other hand, allow navigation

units to use dynamic up-to-date maps for the calculations. As a result, they avoid traffic

jams, make optimal routing decisions and guide the drivers to their destinations along the

fastest routes.

Since traffic congestion also has an economic dimension a lot of effort has been invested

among car manufacturers, governments and the academia in the search for better solu-

tions. Consequently the problem of exchanging data in a vehicular environment has been

addressed by many research projects such as FleetNet, C2CC, or si mT D [Enk03, C2C, sim].

They have mainly focused on the development of so-called Vehicular Ad-Hoc Networks

(VANETs) in which cars communicate directly with Wi-Fi-like equipment and form a com-

munication network in an ad-hoc fashion each time it is needed. This principle works fine

for a small group of cars in a limited geographical area. However, as we will formally show

later in this thesis, when it comes to communication over longer distances and involving

many cars, VANET inherently suffers from bad connectivity and constrained capacity. Last

but not least, VANETs are not yet available and thus cannot alleviate in the near future the

urgent problem of high congestion.

Undeniably, traffic information systems and dynamic navigation are very desirable applica-

tions, and so alternative ways should be examined of implementing them. It is specifically

solutions which can be applied right now that are sought after. Our work has identified the

underlying network (VANET) as a limiting factor as far as inter-vehicular applications are

concerned. Therefore in this thesis we will present a novel, alternative approach to the im-

plementation of such applications. In particular, infrastructure cellular networks, such as

UMTS or GSM, will be leveraged to build working traffic information systems. At the same

time, we will follow the idea of cooperative effort of system participants for collecting the

data. That is, each participant can share its observation about the traffic conditions in its

vicinity, which is then made available to all users. Cooperative collection of the data re-

sults in a system where a large number of participants act as mobile traffic sensors. Thus

a detailed view of the traffic situation can be obtained, which is qualitatively better than

in systems using only static traffic sensors. In order to achieve good scalability, fault toler-

ance and in order to reflect the cooperative character of the application, we will employ a

peer-to-peer paradigm for efficient exchange of the data between cars.

The main contributions of this thesis are as follows:
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1. identification of special properties and characteristics of traffic information systems,

2. formal description of the limitations of VANET for the exchange of traffic related in-

formation,

3. design of peer-to-peer structures adjusted for special properties of the traffic infor-

mation system,

4. application of a peer-to-peer-based publish/subscribe system for an efficient distri-

bution of notifications about the observed changes in traffic conditions,

5. feasibility study of our solutions,

6. assessments of potential user gains of the working system.

Structure

The remainder of this thesis is structured as follows.

We start off with a description of general system design of a cooperative traffic informa-

tion system as we consider it—for the sake of clarity and in order to establish a common

terminology. Chapter 2 comprises the architecture and design details of a traffic informa-

tion system and presents the special properties of the application based on a review of re-

lated work on this subject. We will discuss the possible sources of traffic measurements,

paradigms and communication networks which can be employed for data exchange.

Chapter 3 presents the state of the art of the IVC research, typical applications envisioned

for car-to-car communication and provides detailed insights into technical problems con-

nected with Vehicular Ad-Hoc Networks. Furthermore, we present a framework for a formal

study and assessment of the limitations of VANET with special regard to traffic information

systems.

Since this thesis will follow an alternative way of implementing traffic information systems

based on infrastructure cellular networks, in Chapter 4 we provide the reader with the fun-

damentals of the UMTS, as an example of an infrastructure cellular network. This part of

the thesis will also present knowledge about peer-to-peer overlays that is necessary to fol-

low our further argumentation.

Chapter 5 includes a baseline implementation of the peer-to-peer based traffic information

system. Especially we underpin the benefits of preserving the geographical proximity of

the data stored in such system. We shall not only show that inter-vehicular communication
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possess some special properties with regard to query pattern and structure of the stored

data that should be accounted for by the underlying peer-to-peer structure, but also assess

the potential benefits of such adjustments in a realistic simulation study.

In Chapter 6 we go a significant step further, and show a peer-to-peer structure designed

with a concrete application (TIS) in mind. The design aims at preserving the structure of

the data stored in the system in a more holistic and general way. We will compare the new

peer-to-peer overlay with our previous solution to emphasize the differences.

Chapter 7 assesses the potential gains (that is travel time improvements) that the partici-

pants of our system can expect. We use a full-fledged traffic simulator and real street maps

to make the evaluation realistic. We also present different dynamic routing strategies that

can be employed to derive optimal car routes when the traffic information system is in

place. The data stored in the system are dynamic, thus a mechanism for keeping in touch

with the updates must also be developed and implemented. In this chapter we will present

a novel approach to achieve this aim. We will extend our peer-to-peer system with a pub-

lish/subscribe module to distribute the updates efficiently.

Finally, conclusions are presented in Chapter 8.
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Chapter 2

Traffic Information Systems

This thesis presents a novel approach to implementing traffic information systems. The

idea of TIS is however not new. Therefore in this chapter we will first define what we under-

stand under the term of traffic information system, and then discuss other works on this

subject and systematize their contribution. We conclude the chapter with a specification

of communication requirements of the traffic information system application.

2.1 Motivation

Due to the rapid increase in the number of cars driving on the roads, the road network has

been pushed to its limits, leading to congestion, and waste of time and money. The U. S.

Department of Transportation in its report from 2005 [dot05] defines congestion as:

Definition (Congestion). Congestion is an excess of vehicles on a portion of roadway at a

particular time resulting in speeds that are slower, sometimes much slower, than normal or

“free flow” speeds. Congestion often means stopped or stop-and-go traffic.

According to the report the main causes of congestion are: bottlenecks and limited road

network capacity (40%), traffic accidents (25%), work zones and constructional activities

(25%) and bad weather (15%). It is estimated that in the USA congestion caused 3.7 bil-

lion hours of travel delay and 8.7 billion liters of wasted fuel, the total cost reaching 63

billion dollars for the year 2005 [dot05]. It is thus not surprising that solutions are sought to

increase traffic efficiency and reduce congestion. One possible way to relieve the conges-

tion is to employ intelligent transportation systems and inter-vehicular communication to

make more efficiently use of the available resources, in particular to inform drivers about

the bottlenecks, traffic accidents and constructional activities.
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Figure 2.1: Overview of a traffic information system.

2.2 Possible implementations

In this thesis we will focus on traffic efficiency applications that can be subsumed under the

term traffic information systems (TIS). Traffic information systems are systems providing

users with information about the current traffic status, thus enabling so-called dynamic

navigation. Figure 2.1 presents a simplified overview of a traffic information system. It

is comprised of sensors for collecting traffic measurements, a mechanism for storing and

accessing the measurements, system participants and a communication channel to access

the data.

In this work we will focus on the case of the distribution of descriptions of current, up-to-

date traffic conditions. It has been shown (e. g., [PBB+08]) that such systems potentially

offer more benefits than systems using historical floating car data. The working assump-

tion of the latter ones is that there exists a correlation between traffic conditions recorded

in the past and a future development: knowing the current situation and historical data, it

is then possible to estimate the traveling times in the future. The assumption holds unless

something unexpected happens, e. g., an accident, construction work or a social event. The

works of Yang et al. [YLSW10] have shown that the routes calculated with historical data

are better than those calculated when no data were available at all about the traffic condi-

tions; however, the routes calculated using real-time data are still superior. The authors also

demonstrate in their experiments cases in which historical information about travel speed

differs widely from real-time data. This motivates the use of a real-time traffic information

system and requires the presence of a communication network.
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2.2 Possible implementations

2.2.1 Stationary traffic sensors

The first prerequisite to make a traffic information system work is the availability of mea-

surements of the current traffic situation. These can be obtained in various ways. The

first possibility is to deploy a network of stationary traffic sensor units (such as induc-

tive loops [Rot09], infrared sensors or video cameras [Ruh]) to conduct the measurements.

Coifman has demonstrated that the most popular traffic sensors used today (the inductive

loops) yield noisy and generally inaccurate velocity measurements [Coi99], thus limiting

their applicability for gaining real time traffic measurements. Therefore, existing intelligent

transportation systems usually use more sophisticated traffic sensors. For instance, the

designers of the RuhrPilot project [Ruh] have decided to use over 1 000 autonomous de-

tectors placed along the highways in the largest urban agglomeration in Europe (German

Ruhrgebiet). The traffic detector used most widely in this project is the Traffic Eye device

produced by Siemens Mobility Solutions [Sie]. Such a detector is a self-sustaining system

with its own power supply provided by solar panels, a communication channel (GSM) and,

of course, detectors. The detection of the current traffic status is performed by a passive

infrared measurement of the speed and length of passing cars. From such simple measure-

ments other metrics can be derived of the current traffic conditions: average traffic flow

speed, occupancy level of the monitored street, etc.. Similarly, TomTom HD Traffic [Tom]

and TMC [tmc] use data from various sensors placed along the roads.

Nevertheless, covering large areas with a network of static traffic sensors might become

prohibitively expensive. It works quite well on highways where the car flow remains un-

changed between consecutive exits (as there are no cars joining or leaving the traffic). In

such cases it is possible to conduct the measurements only in the vicinity of the highway

exits and extrapolate the results to the remaining part of the highway. Such an approach,

however, will not work well in city scenarios, where the traffic flow is less predictable. A

large number of sensors would have to be deployed in order to capture the fact that a car

can leave or join the traffic at each street junction or even between the junctions.

A high density of sensors will be hard to bring together with the addressing scheme widely

used in contemporary navigation units. Most of them rely on the Location Code List (LCL)

and Event Code List (ECL) standards used in TMC. Only for locations listed in LCL is it pos-

sible to exchange dynamic information in the form of ECL codes. The list is defined by a

government organization for each country separately. For instance in Germany it is a pre-

rogative of the Federal Ministry of Transport, Building and Urban Development (BMVBS).

The list is relatively short, as it encompasses only about 40 000 distinct locations [lcl], most

of them part of the highway system.
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The level of detail provided by stationary sensors is also proportional to the sampling fre-

quency which is usually kept low in order to reduce the communication costs of the server

and sensor [LSL+08]. And again there is a difference in the dynamics of traffic flow changes

between the highway and city scenarios. In the latter case traffic jams can arise much

faster [CSS00]. Clearly, increasing the rate the data are to be captured increases the amount

of the data that need to be collected and (usually centrally) processed.

2.2.2 Cellular floating phone data

An alternative way of obtaining traffic measurements involves the use of mobile sensors.

TomTom HD Traffic [Tom] mentioned above is actually a hybrid solution. Not only data

from road sensors are incorporated into the TIS but also anonymous information is used

from the GSM network operator on the number of participating phones in GSM cells along

main roads. The data are used to guesstimate the current traffic conditions in a given

area. This approach is called Cellular Floating Phone Data (CFPD). The cellular network

“knows” where the participants are located (which antennas they are currently registered

with). When a large concentration of network users is observed in a particular cell, a con-

clusion can be drawn regarding suboptimal traffic conditions in this area. The system was

originally tested on highways around Stockholm and it is not clear if such an approach pro-

vides a satisfactory level of detail in city scenarios, where the number of streets in one GSM

or UMTS cell is higher, making it hard to attribute the increased density of users in a cell

to a particular road and lane. Additionally, there are also other means of public transporta-

tion with multiple cell phone carriers on board, rendering the recognition of traffic jams

less accurate. The authors have acknowledged the fact [Tom05], and suggested that use of

additional traffic sensors can mitigate the problem. As we have already argued, the use of

traffic sensors in city scenarios significantly increases the costs of the system.

It should be noticed that only the movement of a fraction of traffic participants will be cap-

tured by the system in any case. The reason for that is the need for a tight cooperation

between the traffic system operator (TomTom in this case) and the cellular network opera-

tor (Vodafone). The latter party has to make data about the internal network state available

for external analysis. Clearly only cellular phones using a particular network will produce

input for the system. The same holds for receiving the information: only Vodafone users

which pay TomTom a fee can access the data.
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2.2.3 Floating car data

The idea of using mobile traffic sensors (like cell phones) instead of static ones is quite

interesting and constitutes the basis for many further systems. Instead of guesstimating

the situation on a given road by analyzing the movement of cell phones it is also possi-

ble to retrieve traffic measurements in a more direct manner. Moving cars equipped with

GPS can simply inform the system about their position and speed. A solution presented

in [STBW02] uses floating car data generated by hundreds of vehicles of taxi companies in

Berlin, Nuremberg and Vienna. The data are collected, transmitted to a central server, ana-

lyzed and sent back to the participants. An interesting fact regarding this system is that the

cars only send their (anonymous) GPS positions periodically. These are then mapped onto

street segments and travel times are derived from multiple measurements.

Another system using floating car data is PITA [Rot09]. Real-time measurements are col-

lected only by taxis and some delivery trucks. The vehicles send their position and status

periodically with a sampling rate of about once every minute. The measurements are ag-

gregated and analyzed on the server and made available to the participants.

In both systems, the expected level of detail is upper-bounded due to the fact that the mea-

surements are only conducted by a small fraction of the traffic participants. Moreover, the

intermediation of a central party is needed for the distribution of the data. Such central

processing can cause significant delays, a factor which should not be neglected in traffic

information systems.

2.2.4 Cooperative traffic information systems

An obvious extension of the aforementioned systems is to allow all participants to con-

tribute their measurements of the traffic situation in their vicinity. Quite a large number

of traffic information systems utilize this strategy: we call such systems cooperative traffic

information systems. When communication becomes possible between the participants,

they are able to conduct the measurements and share them with others. In this case the

architecture of the traffic information systems (Figure 2.1) is simplified: the participants

become mobile traffic sensors.

The main differences between the cooperative systems presented in the remainder of this

section involve the way the measurements are exchanged between the participants. The

first group uses direct communication between cars via wireless ad-hoc networks (called

Vehicular Ad-Hoc Networks (VANETS)). A standard exists for such direct communication:
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DSRC [DSR03]. We will describe the idea and technical specification of VANETs in the next

chapter. For now it is only necessary to state that the capacity and bandwidth offered by

VANETs is limited. To cope with these problems almost all VANETs solutions try to reduce

the amount of data that need to be transmitted. As we will show a reduction can be achieved

by different means and is generally called aggregation of measurements.

One of the first of such a VANET-TIS was the Self Organizing Traffic Information System

(SOTIS) [WER+03]. The authors of SOTIS assumed that each car is able to determine its

position (by means of GPS), is equipped with a digital radio (for data exchange) and a digital

map (serving as a common addressing scheme). The system was evaluated in simulations

mainly in highway scenarios. In order to account for the limited bandwidth and capacity

offered by VANET, information dissemination is used based on periodic local broadcasts

and the store-and-forward principle. Each system participant maintains a local knowledge

base consisting of its own measurements and data received from other users. The content

of the knowledge base is used to prepare beacon packets (periodic reports). Such beacons

are sent with a fixed interval and in addition to the content of the local knowledge base

they also include their own traffic measurements. A single measurement is composed of

the current position, velocity, heading and timestamp. To cope with the limited bandwidth

of ad-hoc wireless networks, the authors proposed to merge the individual observations

regarding the same fixed, pre-defined distant regions into one value. For each segment an

average speed value v̄s is sent. As soon as a new value (vs) describing a given segment is

available both are merged in the local knowledge base by using the following formula:

v̄s,new = (1−α) · v̄s,pr ev +α · vs ,

where α ∈ [0,1] is a pre-defined system constant. The authors claim that the reduction of

detail in more distant regions reduces bandwidth consumption, while at the same time the

most important information (i. e., descriptions of the immediate vicinity), is still available

at a high level of detail. It is important to notice that the process of aggregation reduces

the spatial and temporal resolution of the exchanged information and thus reduces the

usability of the solution.

The idea of aggregation has also been followed by the authors of the next VANET-based

system: TrafficView [NDLI04a]. TrafficView allows vehicles to exchange packets containing

the following pieces of information:

• sender ID,

• position (POS),
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• speed (SPD),

• broadcast time (BT),

to enable each individual vehicle to assess traffic and road conditions in front of it and react

accordingly. Dissemination (here called diffusion) has been used for data exchange. Similar

to SOTIS, after the reception of a broadcast from another car, the information is included

in a local database but retransmission is deferred until the next broadcast period of the

receiver. The authors compared this mechanism to classical flooding, where beacons are

sent immediately after a new measurement has been created and are forwarded to reach

all the participants in the network. The conclusion was that dissemination offers a much

better gain/cost ratio for small equipment ratios and flooding does not scale well with an

increasing number of equipped cars.

The application workflow involves the following steps: reception of the beacons, vali-

dation of the included data (duplicates, information from “behind the car” and obso-

lete data are removed), update of the local database, sending of aggregated data. The

aggregation algorithm divides the road in front of the vehicle to a number of regions

ri . To each region, an aggregation ratio ai is assigned. The aggregation ratio is defined

as the inverse of the number of individual records that would be aggregated in a sin-

gle record. The aggregation ratios and number of regions are assigned according to the

importance of the regions and the required accuracy of the information. For instance

creating equally-sized regions with decreasing aggregation ratios will result in broad-

casting less accurate information about distant regions (similarly to SOTIS). All records

(I Di ,POSi ,SPDi ,BTi ) from a given region ri are combined to form an aggregated record

in the form of ((I D1, I D2, . . . ),POSa ,SPDa ,BTa), where:

BTa = mi n(BT1,BT2, . . . ),

POSa =∑
POSi /di ,

SPDa =∑
SPDi /di

(di is the distance between the information originator and the aggregating car). The very

basic idea of this aggregation scheme is that records generated by cars close to each other

are similar and thus can be replaced by a single record with little error. The authors ac-

knowledge the fact that in the case when very detailed information is available for one seg-

ment and only partial for the others, the detailed information will be lost in the aggregation

process.
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While the original information from which the aggregated record is produced is not trans-

mitted, it is hard (or impossible) for other cars to remove old information from the record.

The reason for that is the employed lossy compression of data. The information aging is re-

alized in the following way: if the broadcast time of the records is greater than the broadcast

time of the stored record, it means the new record is more recent, and therefore the node

removes the corresponding vehicle ID from its stored record. In contrast, if the car has in-

formation with a smaller BT it discards the complete incoming record. Such an approach is

not optimal. Apart from limited simulation evaluation of their solutions in a highway sce-

nario, the authors have also undertaken some work towards prototype implementation.

StreetSmart [DJ07] deals with the limited capacity of VANETs in a different way. This system

does not exchange information on every section of the road but rather focuses on areas of

unexpected traffic. The authors claim that these regions are the most important for good

routing decisions. The participating cars need not communicate if the vehicle is traveling

at, or above the speed limit on the current road (so-called need to say principle). The detec-

tion of congested road segments is performed by a clustering algorithm (k-means). After

sampling the data, nodes exchanging messages then each node merges their snapshot of

other nodes centroid data with its local centroid. The distance between the points is cal-

culated along the roads and not as a geographical distance. The presented solution uses

sophisticated filtering to reduce the bandwidth usage. It should be stressed that extensive

filtering of the data is a solution to the same problem as the aggregation schemes presented

above: the collected data need to be distributed among multiple participants, and it also re-

duces the quality of the exchanged information (by discarding many measurements).

Another VANET-based traffic information system was presented in [LSW+08]. The paper

presents a scalable aggregation scheme. The basic idea is as follows: a common digital

street map is divided into a hierarchical set of landmarks. These are predefined and com-

monly known. At the highest level of the hierarchy there are junctions of the main roads

or highways. Lower levels include all higher level landmarks and intersections of smaller

streets. The lowest level consists of the complete road network. Cars passing a road seg-

ment make an observation of the current travel time between two neighboring low-level

landmarks. This information is distributed within the closest surroundings. The observa-

tions from the lowest level are used to calculate travel times between landmarks of the next

higher level (by summarizing the travel times in the area). This less detailed picture of travel

times is distributed across a larger area than the observations of individual cars. From less

detailed observation travel times are calculated and exchanged between landmarks of the

next higher level of the hierarchy. The authors claim that by doing so, one can limit the

size of data packets exchanged between the cars and use the broadcast medium more ef-
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ficiently. Another important contribution of this paper is the assessment of the efficiency

of data dissemination in the VANET network. The authors argue that at least in the roll-out

phase of VANET additional support of road-side units (RSU) would be advisable for data ex-

change, otherwise high latencies might occur. Such RSUs clearly increase the deployment

costs of the system.

From the idea of supporting communication in VANETs with infrastructure it is a short way

to the use of common cellular communication for exchanging data between cars. We were

the first to put this idea forward in [RSK+07]. Cellular infrastructure-based communication

networks (like UMTS or GSM) allows us to avoid store-and-forward communication and

the resulting delays that are inherent to all VANET-based approaches, and therefore has

the potential to offer better service to the user. Compared to the previously mentioned

TomTom HD Traffic, which also uses cellular networks to estimate the traffic conditions in

a given region, we will rather follow the principle of cooperative traffic information systems,

and allow users to share direct measurements of traffic conditions.

The original idea gathered momentum and further UMTS-based solutions were presented.

For instance in [SSC+10], the feasibility of UMTS TIS was examined. The authors followed

a centralized approach, in which cars use the Fast Traffic Alert Protocol (FTAP) in a UMTS

network to send their observations about the current traffic conditions to a TIC (Traffic In-

formation Center). The information is then processed and aggregated to generate a higher-

level view of the traffic conditions. Usually data exchange in UMTS networks is realized via

Dedicated Channels (DCH). The authors also examined possibilities of using the Random

Access Channel (RACH) to exchange a small amount of information. Normally RACH is

only used only for requesting and establishing DCH communication. However, a modifi-

cation of the protocol allowed to send a small amount of data in RACH requests. As soon

as the central processing is completed, all the participating cars are informed. This is ac-

complished by a multicast service built upon the UMTS Forward Access Channel (FACH).

Messages sent via FACH can be received by all mobile stations in a cell. Therefore, it is used

to implement the UMTS Multimedia Broadcast Multicast Service (MBMS). All communi-

cation within the system is IP-based, with single pieces of information exchanged in the

form of small XML documents. It should be stressed that this system is feasible only if the

operator of the UMTS network cooperates with the system deployer, allowing it to use the

multicast functionality of UMTS and modified RACH protocol. The specific implementa-

tions of UMTS networks differ with regard to MBMS support. Therefore, the authors also

included simulations of multicast realized by unicast. In such a scenario cars are informed

via independent DCH channels. The measured network load was obviously higher than

in the case where MBMS was used (2 000 kB/s and 2.5 kB/s respectively). An alternative
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approach would be to allow for reactive communication instead of using multicast: each

node could then fetch only the data relevant to it. The authors, however, did not examine

such an approach. In addition, due to the need of a tight cooperation between the system

operator and network operator the number of potential participants is limited to the group

of customers of a particular network operator.

2.3 Measurements

So far we have used the rather enigmatic term traffic measurements to describe the data

that are exchanged and made available in a TIS. Let us review what is typically taken as

a measurement of the traffic situation in the systems mentioned above. In [GIO04] a

static digital map is organized into segments (sections between two successive highway

exit points or junctions), and each time a segment is passed the measured travel time is

published. Also [XB06] uses traveling times and a common digital map as a basis for TIS. In

SOTIS [WER+03] rather the average speed on a given segment is measured and published

in the system. Similarly, TrafficView [NDLI04a] uses the average speed on a street segment

as the basis traffic measurement. Given a common street map both approaches are essen-

tially equivalent to each other. By using a well known physical formula traveling time can

be derived from a given average speed. To estimate the travel time along a segment, each

participant only needs a common electronic map (to define the borders of a segment), and

GPS to determine the position and current time. GPS is also able to measure the current

velocity of a vehicle.

The process of routing decision with available dynamic information on traffic conditions

has been examined in [WBKS02]. The authors discussed the cost functions that the traffic

information should optimize. When traffic information is used to minimize the individual

traveling times of the participants (that is provide them with the fastest route to the planned

destination), it is sufficient to exchange information about the average travel times along

the segments and make a decision based on the gradient of the reported values. But an ap-

plication of traffic information systems as traffic control systems is also conceivable. Here

it is rather an optimal traffic flow in the street network that is sought after. The authors have

shown that information about the traffic density on street segments is needed in order to

provide an optimal utilization of the street network. Chapter 7 of this thesis is devoted to

the problem of dynamic routing.
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2.4 Communication paradigms

Regardless of the source of traffic information and the underlying communication network,

there are few possible communication paradigms applicable for the exchange of traffic-

related information. In a general case we can distinguish between communication between

the network of traffic sensors and the TIS and between the participants and the TIS. Since

we shall use measurements made by the participants themselves there is no need to distin-

guish between these two actions: the same communication means will be used for collect-

ing and distributing the measurements.

First, a very straightforward way of interacting with the traffic information system is to

“flood” the measurements in the network so that all the participants receive them. In this

scheme the measuring party sends its measurement in a broadcast fashion immediately

after the measurement is conducted. Each receiving participant forwards the message fur-

ther so that eventually all the users are informed. This is a valid paradigm in many VANET-

based applications and thus also a natural candidate for the TIS. However, the scalability

of such a solution is limited. In particular, there exits a danger of a so-called broadcast

storm [NTCS99]. The paper shows that if there is no coordination between rebroadcasting

parties it is possible to overload the network with redundant retransmission, inhibiting the

distribution of new messages.

A more sophisticated way of exchanging data in a traffic information system is dissemina-

tion, which we described in the previous section. Here the parties also use a broadcast

medium to exchange data but instead of publishing or forwarding the information imme-

diately some sort of processing is performed. Each participant maintains a view of the cur-

rent traffic conditions. This view is updated as soon as new information is available either

by means of individual measurements or via reception of an external beacon. The view

is used to produce a regular broadcast in the form of a beacon. Each beacon reflects the

status of the traffic known to the sender. By sending individual measurements aggregated

together with data obtained from other participants the usage of the medium can be op-

timized at the extent of reducing the level of detail offered. Small frequencies for periodic

beacons have to be set for systems with a high number of participants.

Both paradigms presented so far were proactive paradigms. That is, they aimed at bring-

ing all the measurements to all the participants, regardless if they needed them or not. It

was impossible to fetch particular pieces of information explicitly; one rather had to re-

ceive all the data and “hope” that the relevant data were also included. The request/reply

paradigm enables a different strategy. Here each participant can and must explicitly fetch
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data relevant to its routing decision, which reduces the amount of data that needs to be

processed.

It is also conceivable to allow the traffic information system to “pull” the data [Rot09], for

instance when the update frequency of a car or traffic sensor is too small and some data

are instantly needed. The request is sent to the respective party (a car or stationary sensor),

a measurement is conducted and the results are immediately sent back to the request’s

initiator.

Request/Reply allows explicit retrieval of the relevant data. But as long as retrieval of dy-

namic data is concerned, this approach has some shortcomings. In order to follow the

development of the traffic conditions one would have to request the relevant data period-

ically. The shorter the intervals, the better and more up-to-date would be the local view

of the traffic conditions. But what about a case where the relevant data do not change over

time? The requesting party does not know that, or, more precisely, it learns about it after the

data have been fetched and the communication resources have already been wasted in a

redundant effort. The publish/subscribe paradigm can mitigate the problem. It decouples

the process of publishing the content from the process of distributing it among the partic-

ipants. This time an instance interested in some particular data has to register its interest

in the system and as soon as new data matching its interest are available, the system will

inform all the interested participants. Unless new data are available no communication

effort will be undertaken.

2.5 System specification

Let us now summarize the design details of traffic information systems. A cooperative TIS

is essentially a set of shared traffic-related information, along with mechanisms to access,

use, and update it. In this thesis we focus on the case where the shared information serves

as a basis for so-called dynamic routing. That is, it provides the driver with information

about the current traffic situation along the planned route and allows determining an opti-

mal routing decision, avoiding traffic jams and other unexpected deterioration. We assume

that all participants are equipped with:

• a GPS receiver (or other means to determine the position and speed),

• a common digital street map,

• and a communication channel between the participants.
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By means of the GPS receiver and electronic map, cars can determine their position and

routes to the planned destination. Digital maps are also used as a basis for addressing road

segments. A road segment is the part of a road between two consecutive intersections. In

a street map, each road segment is uniquely identified by a globally known ID. The com-

bination of GPS and map data allows each car to determine the ID of the road segment

it is currently traveling on, and the IDs of the road segments it intends to pass along its

future route. For these segments it is possible to retrieve the descriptions of the current

traffic state. Each user will publish the observed travel times for each segment they drive

through.

In our system we will use travel times as a basis traffic measurement and individual travel

times as a metric to assess the quality of the solution. From the measurements also traf-

fic density on a particular street and the gradients of both values (when needed) can be

derived.

Our design is based on the cooperative effort of the participants to collect the data. Each

participant will report its measured travel time on a segment basis: as soon as a car has

traversed a road segment it contributes a measurement of its travel time along that seg-

ment. In exchange for contributing the measurements, the drivers receive the measure-

ments made by other drivers.

Usually, a car’s navigation system will obtain (actively or passively by means of different

communication paradigms) the relevant data at the beginning of a journey. This includes

measurements describing the current situation along the possible routes connecting the

origin and the intended destination. On the basis of this data, the navigation system will be

able to choose a good route with respect to the expected travel time and potentially other

aspects determined by the driver’s preferences. Since the traffic conditions change over

time, it should be possible for the driver to follow the development of the traffic situation

not only on the current path but also on alternate paths to the destination. By keeping in

touch with the development it is possible to adapt the chosen route on the fly. We focus

mainly on the traffic information system for a city scenario. Although the subject of traffic

information systems has received a lot of attention, there is no working solution on the

market that can enable dynamic navigation in the cities. Our system will store the data

for a limited geographical area (like one city). We envision independent systems for each

city.
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Chapter 3

Vehicular Ad-Hoc Networks

The previous chapter has presented a large body of research on traffic information sys-

tems, among them solutions using direct communication between cars via Vehicular Ad-

Hoc Networks. The idea of cars communicating with each other has been around for many

years; the subject has become quite complex, with traffic information systems being only

one of several applications envisioned for inter-vehicular communication. Thus at the be-

ginning of this chapter we list the most important research projects in this field, their main

goals and achievements. This should provide the reader with a basic understanding of the

current state of the research on VANETs. Subsequently we will present and classify a num-

ber of proposed car-to-car applications. In addition, we will also discuss the distinct com-

munication requirements and possible realization technologies for each classified group.

This thesis focuses on applications from one group, i. e., traffic efficiency applications, and

so implementation issues for this type of application will be presented in more detail, in

particular the limited connectivity and capacity offered by VANETs. The network limita-

tions discussed here will constitute the basis for our subsequent work on VANET-alternative

approach presented in the further chapters.

3.1 Research projects on inter-vehicular communication

Let us first present the most important research and industry efforts toward Inter-Vehicular

Communication (IVC), and Vehicular Ad-Hoc Networks in particular. We list the most sig-

nificant projects in a chronological order. Probably the oldest currently running project

dealing with car-to-car communication is the Intelligent Transportation System (ITS) Stan-

dards Program [U.S]. Founded in 1996 by the U. S. Department of Transportation (U. S.

DOT), Federal Transit Administration and American Public Transportation Association, the
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ITS Standards Program has undertaken a range of activities to increase road safety and re-

duce traffic congestion by using information technology. First and foremost, ITS SP pro-

vides technical assistance to ITS deployers of all kinds, by supporting them with up-to-date

information about ITS standards development, testing and deployment [U.S]. From a re-

searcher’s point of view however, the most important activity of the ITS is its attempt at

developing and implementing standards and protocols to promote compatibility among

different intelligent vehicle-highway systems technologies. The ITS Standards Program has

also taken a step further in its support of the development of international ITS standards

within the International Standards Organization (ISO) and Federal Communications Com-

mission (FCC). The joint effort of these parties has resulted in the Dedicated Short Range

Communications Standard (DSRC) [DSR03], which is a physical layer specification for fu-

ture car-to-car and car-to-infrastructure communication. While the standard is similar to

consumer Wireless LAN, it has been modified to account for the special needs of inter-

vehicular communication. It uses a 75 MHz band either at a 2.5 GHz or 5 GHz frequency at

the relatively high sending power of 2 W (significantly higher than the usual 100 mW of con-

sumer WLAN). The maximal communication range is estimated to about 1000 m. Cars can

communicate with each other or with static nodes called Road Side Units (RSU). So-called

multi-hop communication is employed to transport information at higher ranges: the data

packets sent by the originator are rebroadcast by the receivers so that more and more dis-

tant cars can be reached. Since there is no need for a communication infrastructure as the

participants form an ad-hoc network each time information needs to be transmitted, the

approach is often called Vehicular Ad-Hoc Networks (VANETs).

The first significant effort of European researchers toward car-to-car implementation was

the FleetNet [Enk03] project. The project was founded in 2000 by the German Min-

istry of Education and Research (BMBF) and incorporated industry representatives (e. g.,

Daimler-Chrysler, NEC, Siemens, Bosch) and universities (Mannheim, Hamburg, Hanover

and Brunswick). The objective was to improve the driver’s and passenger’s safety by using

wireless Vehicular multi-hop Ad-hoc Networks for inter-vehicle communication. The main

achievement was the development of routing protocols for VANETs. In particular, so-called

geographical routing and contention-based forwarding were implemented and tested on

a small scale with six Smart cars [FKM+03]. The idea of geographic routing is based on

the observation that most of car-to-car applications involve actions such as informing all

the cars in a given region about a danger or traffic conditions. Usually the originator of

the information does not know, and does not have to know, the exact identities of cars in

a given area; thus instead of addressing them individually it rather uses their geographical

positions.

20



3.1 Research projects on inter-vehicular communication

A direct successor of FleetNet is the Car-2-Car Communication Consortium (C2CCC). It is a

non-profit industrial-driven international organization initiated by European vehicle man-

ufacturers and supported by equipment suppliers, research organizations (among them

also Heinrich Heine University of Düsseldorf) and other partners. The main objective of the

C2CCC is to increase road traffic safety and efficiency by means of cooperative Intelligent

Transport Systems, with inter-vehicle communications supported by vehicle-to-roadside

communications (also called car-to-x-communication or C2X). The consortium works in

close cooperation with European and international standardization organizations, in par-

ticular U. S. ITS, on the development and release of an open European standard for IVC.

The consortium continues the work of FleetNet to prove the technical feasibility of inter-

vehicular communication [C2C]. Furthermore, realistic deployment strategies and busi-

ness models are developed within the C2CCC to speed up market penetration. This is a

very important, even if not technical, aspect of IVC: most of the proposed applications work

properly if the ratio of equipped cars is significant. Equipped cars are needed to obtain and

transport data by forming an ad-hoc network. The first buyers will, therefore, not profit

directly from purchasing cars equipped with the new technology. In the C2CCC project

marketing strategies are developed to deal with this hurdle.

The project eSafety [eSa], which was founded in 2002 by the European Commission, sets

out the ambitious target of halving the number of road fatalities by the year 2020. This is

supposed to be achieved by an increased effort of all safety stakeholders to accelerate the

development, deployment and use of Intelligent Vehicle Safety Systems. A part of eSafety

project is Sevecom (SEcure VEhicle COMmunication) [LBH+06], which deals with system

security, a prerequisite for the successful deployment of all vehicular communication sys-

tems. In the case of inter-vehicular communication, sending data packets can influence

the behavior of a driver. Thus it is essential to make sure that life-critical information is

trustworthy and cannot be modified by an attacker. At the same time, the privacy of the

drivers and passengers should be protected. The problem is rather challenging due to the

specific properties of the operational environment (moving vehicles, sporadic connectivity,

far-reaching decentralization etc.). GeoNet [Geo], another part of the eSafety project, will

bring the basic results of the work of the Car-2-Car Communication Consortium to the next

step by improving the specifications and creating basic software implementations of the

proposed protocols and applications. The goal of GeoNet is to implement and formally test

a networking mechanism in the form of standalone, ready-to-deploy software modules.

In 2008 the project si mT D [sim] was founded (si mT D stands for Safe and Intelligent Mo-

bility: Test Field Germany). As the name implies, the main goal of this project is, in addi-

tion to further work on technological standards, to plan and conduct large-scale field tests
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Table 3.1: Important Inter-Vehicular Communication Projects.

Name Founded Objectives/Achievements

ITS 1996 DSRC PHY Standard

FleetNet 2000 routing, small scale experiments

C2CCC 2002 cooperative ITS, standardization, deployment strategies

eSafety 2002 reduce the number of casualties, standardization

Sevecom 2005 secure the C2C communication

si mT D 2008 implementation and large-scale field tests of the IVC

of the IVC. The overall si mT D test fleet comprises an internal fleet with up to 100 con-

trolled test vehicles as well as an external fleet with approximately 300 vehicles. During

the project a list of car-to-car and car-to-x applications will be standardized, implemented

and tested either with DSRC [DSR03] or UMTS. Since the si mT D project is pursuing quite

ambitious objectives, this required the involvement of government institutions (German

Ministry of Economics and Technology (BMWi), German Federal Ministry of Education

and Research (BMBF)), automotive companies (Daimler, Volkswagen, Fiat and others), the

telecommunication industry (T-Mobile) and academia representatives (including Heinrich

Heine University of Düsseldorf).

3.2 Applications overview

Table 3.1 summarizes the main goals and achievements of the research projects dealing

with inter-vehicular communication. As a result of the research a long list of proposed car-

to-car applications has emerged. We have already presented a traffic efficiency application,

i. e., a cooperative traffic information system; VANETs and Inter-Vehicular Communication

are also used as a basis for other applications. Since the main motivation of the C2C re-

search projects was to increase road safety and efficiency and to create added value for the

purchasers of IVC equipped cars, we will look more closely at the most prominent appli-

cations coping with this particular problems. We divide the applications in three groups:

road safety applications, traffic efficiency applications and value-added applications. Such

classification is often employed in the literature, e. g., [KRM07]. In addition, we will char-
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acterize each application group with respect to its unique communication patterns and

demands.

3.2.1 Road safety applications

According to the statistics provided by the C2CCC [C2C] the main reasons for accidents in-

volving an injury were driver error (86.1% of all cases) and in 5.1% road conditions. The

former group can be split further: in 26.1% of the cases the driver was driving too fast or

was too close to avoid the accident, in 22.8% of the cases the reason for the accident was

a violation of the right of way, and in 11.1% of the cases the driver took a wrong lane or

chose a wrong overtaking maneuver. It is commonly believed that it is precisely in these

cases that supporting the driver with new technology can help avoid accidents. The first

possibility that constitutes an improvement in this field is to equip cars with sensors such

as infrared cameras, radars, etc., in order to extend the local awareness of the driver. While

the effort to equip cars with more and more sensors is currently underway, a new idea has

been born: the limited range of on-board sensors can be extended by inter-vehicular com-

munication. Individual vehicles could exchange their measurements, thus enlarging the

sector around the vehicle that is covered by the sensors of a single car. This often allows

counteracting critical situations by means of an informed and— in the true sense of the

word— foresighted way of driving. Such applications are called safety applications. Let us

now examine some examples of this kind of applications.

In Cooperative Collision Warning Systems (CCW) [EGH+06, XMKS04] cars perform a pe-

riodic broadcast of small packets containing their current positions, speeds and heading

vectors. This information is then processed to increase the driver’s awareness of the situ-

ation in direct vicinity. The driver is warned if a dangerous situation is discovered. More

specifically, CCW applications include Forward Collision Warning (FCW), Lane Change As-

sistance (LCA), and Electronic Emergency Brake Light (EEBL). In FCW, a vehicle uses the

received messages to calculate the likelihood of a collision with the vehicle driving in front

of it. Similarly, in EEBL the received messages are analyzed to determine if one or more

leading vehicles are braking. In LCA a vehicle computes the future trajectory of the sur-

rounding cars based on the available status messages in order to determine the likelihood

that the vehicles will enter its path. If any of these applications detects a danger (the calcu-

lated likelihood is too high), the driver is informed and he or she has to undertake appro-

priate actions.
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In [RCCL06] Robinson et al. identified further safety applications including Intersection Vi-

olation Warning, Traffic Signal Violation, Curve Speed Warning, Left Turn Assist and Stop

Sign Assist. They also examined what information is needed by particular safety applica-

tions and came to the conclusion that some data (for instance the current position of a car)

are broadcasted and utilized by many safety applications. The DSRC standard includes

a list of messages and sensor information which are exchanged between cars, of which

probably the most important ones are acceleration, heading, speed, UTC time and posi-

tion [RCCL06]. Thus it is required that each vehicle possesses some type of localization

device (e. g., GPS) to obtain the data. In some cases information from on-board sensors

is also sent to other vehicles, for example the Anti-Lock Brake (ABS) state, steering wheel

angle, and traction control state. In order to obtain this data the safety application has to

be able to access the so-called car information bus. If the safety applications run indepen-

dently some of the data will be sent many times, resulting in suboptimal medium usage.

The authors proposed a solution called Flexible Message Dispatcher (FMD), which coordi-

nates all these different applications and filters redundant information while providing the

required frequency and accuracy of the information.

The intersection collision warning system [NNP+09] has been developed to exchange sta-

tus information (including position, speed and heading) between cars approaching an in-

tersection. The drivers are given a “cross traffic” warning when there is a vehicle simulta-

neously entering the intersection from a cross street. This is a typical example of extending

the awareness of the driver: even if other cars remain unseen, information about a possi-

ble collision can be extracted from the information exchanged. The coordination of traffic

lights proposed in [DKKS05] was an extension of the original idea of intersection assistance.

The protocol informs all participants about the current status of the traffic light but also en-

ables emergency cars to influence the lights when needed. An example scenario would be

to switch the traffic light to green for a passing emergency car. This application is a good

example showing that at least in some cases an interaction with intelligent infrastructure is

both required and beneficial.

In [MCC+09] an after-crash driver warning system has been examined. This application

comes into action after the collision has taken place. Warning packets sent by the damaged

vehicles are broadcasted and forwarded by means of flooding in the nearby area to inform

other cars about the danger. Whenever a car receives such a message for the first time it

rebroadcasts it to all its direct neighbors, allowing the drivers additional time for proper

decision making and potential maneuvers.

Also [KOKM10] presented an application which relies on intelligent infrastructure and will
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be mainly used in after-crash scenarios. The authors conducted a real-world evaluation of

C2X Road Side Warning Devices, i. e., intelligent warning triangles. Such warning triangles

would be equipped with communication devices to extend their functionality. It will no

longer be necessary to see the triangle as the cars will have received the information sent

by the triangle and informed the driver even before the actual triangle can be seen.

Summary

In each of the safety applications status messages must be transmitted quickly and reliably

between the participants within a given geographical area. The area where the information

is relevant is usually small. The most commonly used communication standard is direct

communication between cars by way of DSRC [DSR03], but in some applications (like in-

tersection collision warning) also car-to-infrastructure communication is utilized. For this

applications neither routing nor explicit addressing of the message receivers is needed. In-

stead, the parties involved periodically broadcast small status messages to all the vehicles

in transmission range. The neighboring vehicles process these messages, account for the

information included and in some cases rebroadcast the original message. So far safety

applications are discussed almost exclusively in the context of VANETs.

3.2.2 Traffic efficiency applications

We have already discussed extensively an example of a Traffic Efficiency Application, i. e.,

Traffic Information System. Another example of an application optimizing the traffic flow

involves the guidance to available parking lots [CGM06]. A driver provided with such

knowledge can plan his or her route accordingly and not waste time and fuel searching

for free parking places. A solution presented in the paper is based on the data exchanged

between vehicles and parking automats. Due to the limited capacity of VANETs, which we

will discus in a more detailed manner later in this chapter, it is impossible to provide highly

detailed up-to-date information to all vehicles. The authors acknowledge the fact and use

aggregation to reduce the amount of data exchanged in the network. Each driver has exact

information only about his or her direct vicinity and less exact data about more distant ar-

eas. The level of detail is inversely proportional to the distance within the described area.

Atomic information in the system represents the availability of free parking places coordi-

nated by one parking automat, whereas aggregated information represents summarized in-

formation about an area covering more than one parking automat. Each vehicle starts with

an empty cache, i. e., it has no information about the free parking lots. During the trip, it
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receives reports from parking automats passed by and encountered vehicles. The received

reports are integrated into the vehicle’s cache and periodically broadcasted. The authors

claim that this will allow providing a working system even when only a small number of

cars is equipped. A similar approach was presented in [PTSP07], where the entire parking

area in each city was divided into a large number of overlapping circular zones based on

the density of parking lots. The data on parking lot usage in each zone were handled by

road-side units, that is intelligent parking automats. The automats were inter-connected

and performed a periodic broadcast. The cars passing by received information and could

react accordingly. By employing RSUs the latency of information distribution is reduced. It

is no longer needed for cars to transport information between distant regions by means of

locomotion and multi-hop communication, but rather a backbone network is used for this

purpose. Of course using interconnected RSUs increases the cost of the system.

Summary

In traffic efficiency applications the participating cars are not only consumers of informa-

tion but at least some of them also produce information by sharing their observations. An

observation involves, for instance, a local measurement of the current traffic conditions

or the number of currently free parking slots, which is then distributed to other vehicles.

This results in a characteristic communication pattern. TIS usually require communication

among many participants over relatively large distances that can span about ten kilometers

in the case of a city scenario up to a hundred kilometers on highways. Hence the communi-

cation requirements of TIS applications are quite challenging: continuously updated data

measured by a large number of network nodes are to be made available to many vehicles

in a relatively large area. Later in this chapter we will answer the question whether VANETs

are suitable to handle such a challenging communication pattern.

3.2.3 Value-added applications

Although the popularity of VANETs is mainly driven by safety and efficiency applications,

value-added applications constitute an important aspect of VANETs’ market introduction.

During a long journey passengers can be tired or bored, and this is where all kinds of games

can make the journey more enjoyable. Secondly a unique characteristic of vehicular com-

munication makes IVC an interesting platform for so-called infotainment applications and

26



3.2 Applications overview

a platform for commercial activities which might play an important role in market in-

troduction. Such services include, e. g., distribution of location-aware data about hotels,

restaurants, local points of interest and leisure activities [C2C].

Another group of value-added applications are all kinds of multimedia streaming applica-

tions, for instance [SHF08]. Examples of multimedia content include multimedia advertise-

ments or live audio broadcasts between drivers and passengers or traveling cars. In order to

make the exchange efficient the authors proposed to use rateless codecs (fountain codes).

In turn, emergency video streaming is an application at the border between value-added

applications and security applications [PLO+06]. Multimedia data transmitted in the ve-

hicular context will help enhance navigation safety; for example videos clips of an accident

ahead of a driver will allow them to make a more informed decision regarding their route.

The last group of value-added applications for IVC are all kinds of games. These could be

simple games like quizzes or crosswords [Pal07] played by the passengers of the cars trav-

eling close to each other. But also more sophisticated massive mixed reality multi-player

on-line games [TB10] have been proposed. The second paper envisioned games which will

be context and location aware and they will take advantage of the inherent vehicular mo-

bility by offering, for instance, special quests in given locations. It is however not clear if

VANETs with their limited bandwidth and high latency can really serve as a solid basis for

such games, especially since alternative mobile Internet access technologies have become

reality today.

Summary

Value-added applications are viewed as an important factor supporting market introduc-

tion of VANETs. As already explained many safety and traffic efficiency applications rely on

the fact that a substantial number of traffic participants are equipped with the technology.

If the number of the equipped cars is small the quality of the service offered is limited. Thus

there is a problem in how to introduce the VANET technology on the market. Simplifying

to exaggeration, the car producers and VANET deployers have to answer the question: how

to sell something which does not (initially) work? The financial burden of integrating the

first VANET devices can be partially carried by the car manufactures. Applications like ad

distribution allow us to hope that some third parties can also financially support the in-

troduction, being motivated by the potential gains in the future. On the other hand, none

of the value-added applications proposed so far demand VANETs; all of them can be, or

already are, provided by mobile Internet access technologies available right now.
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3.3 VANET limitations

This thesis deals with a concrete traffic efficiency application. As already pointed out, such

applications rely on the exchange of up-to-date information between many participants

spread over large geographical areas. So far such applications have mainly been discussed

in the context of VANET. Here we argue that VANETs may not be the best network technol-

ogy for traffic efficiency applications. The limitations of VANETs as far as traffic efficiency

applications are concerned are twofold: on the one hand we have the problem of limited

connectivity in ad-hoc networks resulting both from the small penetration ratio of the new

technology and the inherent properties of car traffic flow. On the other hand, provided

enough cars are equipped, the exchange of the data in VANETs is constrained by network

capacity.

3.3.1 Limited connectivity

The problem of limited connectivity is a well-studied property of VANETs. The so-called

network effect occurs in VANETs: if not enough cars are equipped the exchange of informa-

tion is simply not feasible. The probability of having an equipped car in the direct vicinity is

too small in the roll-out phase. For instance the authors of [KPDH08] warned that connec-

tivity cannot be taken for granted in VANETs. They studied the problem of connectivity by

means of both models and simulations, assessing the influence of factors such as car den-

sity, movement patterns, communication range, and placements of RSUs on the connec-

tivity graph of a VANET. An important observation was that there are two distinct phases of

connectivity: in a critical phase the vehicles form small clusters and are able to communi-

cate within the clusters but the clusters are isolated. With increasing penetration ratio, the

network switched to a super-critical phase and a giant cluster of all cars emerged, provid-

ing a connected graph. It is however important to notice that such a giant cluster emerged

only when no traffic lights were used in the simulation, traffic lights lead to “clustering” by

increasing the average distances between the cars (or clusters of cars).

An interesting interplay between car density and connectivity has been presented by the

authors of [APR05]. They studied a simple highway scenario and showed that an increase

in car density does not necessary result in a higher connectivity. This is a little counter-

intuitive. On the one hand a higher density clearly increases the probability of having an

equipped neighbor within the communication range. Increasing the density beyond a crit-

ical value leads, however, to a situation when even small driving fluctuations may cause

traffic jams and the distribution of nodes in VANETs becomes inhomogeneous, for instance
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if stop-and-go traffic occurs. The distances between cars increases beyond communication

range and the connectivity drops (isolated car clusters occur). A rather pessimistic conclu-

sion reached in the works listed above is that, due to the special properties of car traffic

flow, even if all cars were equipped with the technology it would not always be possible to

establish permanent connections between randomly chosen cars.

Since there is no guarantee of end-to-end connectivity between any two given cars in a

VANET, the applications have to be built in a different fashion. Most of the convenient ap-

plications are built in such a way that no end-to-end connectivity is needed. Instead, a

delay tolerant network (DTN) approach with proactive dissemination of the aggregated in-

formation is used. This is achieved in the following way: a car possesses some information

(either its own measurements or measurements already received) and periodically broad-

casts them to all cars in the direct vicinity. Information between distant clusters of cars is

transported by means of vehicular movement. [LSCM07] addressed the question if such

dissemination is feasible and what the speed and efficiency of the dissemination are de-

pending on the number of equipped vehicles. They performed a full-fledged simulation in

a realistic city scenario and showed that data exchange can take very long, especially in the

roll-out phase of VANETs when only a limited number of cars are equipped. Even worse

is the fact that for small penetration ratios, the number of cars possessing any knowledge

about the current traffic conditions (besides their own measurements) falls very quickly

with increasing distance to the information source. This fact may undermine the idea of

traffic information systems: the navigation units will have to make an initial routing deci-

sion with no information about the current traffic conditions available. Thus the authors

proposed to use inter-connected RSUs to support data distribution and make dissemina-

tion over large geographical areas feasible and efficient. The idea is simple: additional in-

frastructure constitutes “bridges” between natural clusters of cars allowing communication

between distinct cars.

The idea of additional supporting communication in mobile networks was also examined

in [BCTL08]. The study was intended to constitute the basis for a cost-benefit analysis

of deploying VANETs. In particular, different kinds of supporting infrastructure were dis-

cussed: inter-connected base stations, wireless meshes and disconnected relays. From the

proposed analytical model a conclusion was drawn that in order to improve the average

packet delivery delay
p

N (N -number of participants) interconnected base stations (RSUs)

and even more relays had to be employed. Secondly, the authors admitted that a delay

tolerant network approach used as a basis for the analysis can incur delays from seconds

to hours or even days in information dissemination. In order to achieve delays of the or-
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der of seconds (which will be necessary for traffic information applications) an even larger

number of inter-connected base stations are needed [BCTL08].

If VANETs require additional infrastructure to work, it might be, however, reasonable to use

an existing infrastructure (like general purpose cellular communication networks) rather

that building a new one exclusively for inter-vehicular communication.

3.3.2 Limited capacity

The limited capacity of the broadcast networks constitutes the second problem in the ex-

change of information between many parties spread over large geographical areas. Al-

though there exists a large body of work regarding the feasibility and infeasibility of wire-

less multi-hop networks with regard to network capacity, to the best of our knowledge we

were the first to study the theoretical background behind the capacity of VANETs [SLRM09].

While many aggregation mechanisms and applications based on aggregation have been

proposed, for example [NDLI04b, CGM06, LSM07] mentioned above, little is understood

yet about the fundamental limitations and requirements of VANET data aggregation. It has

often been stated that aggregation is necessary for scalable VANET information dissemina-

tion. But what are the characteristics of suitable aggregation schemes? How frequently can

updates of, for example, traffic information be provided to remote cars? By how much does

one have to reduce the “resolution” of information about distant areas? Here we provide

a formal framework for evaluating the scalability of a given aggregation scheme. We also

assess the amount of aggregation which is needed to make an application scalable. This

amount describes how much of the original data are lost when aggregation is employed.

As far as the capacity of static wireless ad-hoc networks is considered, a large body of the-

oretical work followed the milestone paper by Gupta and Kumar [GK00], who introduced a

framework that has frequently been used since then. Their results in unicast communica-

tion have later been generalized to a broader class of communication patterns; for instance,

Keshavarz-Haddad et al. [KHRR06] assess the capacity for broadcast communication, and

Shakkottai et al. [SLS07] consider multicast. Wang et al. [WSGLA08] present generic results

for a broader family of communication paradigms termed (n,m,k)-casting. In [KHR07],

results for unicast, multicast and broadcast are derived based on a model that differs in a

number of fundamental aspects from the one introduced by Gupta and Kumar. An impor-

tant aspect in the context of our work is the distance between sender and receiver which

is taken into account in the distance-weighed throughput metric used in [XK04]. For the
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specific case of VANETs, Pishro-Nik et al. [PNGN07] assessed capacity scaling laws for uni-

cast end-to-end communication and their dependency on the characteristics of the road

network; within the same framework, distance-limited unicast and broadcast communica-

tion is analyzed in [NEPN08]. None of these works, however, is applicable to the questions

posed here, because none of them considers any form of in-network aggregation which is

widely used by traffic efficiency applications proposed so far. This section is meant as a

step towards a deeper understanding of these fundamental issues.

Previous work has concerned individual, specific aggregation schemes and dissemination

mechanisms, and has evaluated them in specific situations and environments, using sim-

ulations and experiments. Here we consider the generic class of all possible aggregation

and dissemination mechanisms. We are interested in capturing the underlying effects and

principles in order to derive general limits that any protocol design must respect. Conse-

quently, our methodology of choice is not simulation or experimentation, but theoretical

analysis.

VANETs, just like static wireless multi-hop networks mentioned above, also have a limited

capacity. Hence, it is obviously impossible to send continuous updates about each location

where measurements are taken to all network participants at a fixed data rate. It has thus

been proposed to aggregate data in proportion to increasing distance, i. e., to maintain and

distribute a detailed picture within the closer vicinity and coarser and coarser information

about increasingly distant areas.

In order to deal with the broad range of conceivable aggregation schemes, we need a suit-

able abstraction that captures the essence of in-network data aggregation regardless how

it is specifically performed. To this end, we introduce the notion of bandwidth profiles.

Simply speaking (a rigorous definition will follow), a bandwidth profile of an aggregation

scheme describes how rapidly the amount of information made available is reduced with

increasing distance. As it turns out, bandwidth profiles constitute a valuable tool to de-

scribe the general properties of aggregation schemes; all our main results will be formu-

lated in terms of bandwidth profiles.

Our primary focus is on the minimum aggregation requirements for scalable dissemina-

tion applications in two-dimensional wireless networks—a setting which satisfactorily de-

scribes VANET dissemination applications, like traffic information systems. We consider

this from an asymptotic perspective, demonstrating that a network and application model

with very weak assumptions already allows us to derive interesting results. Because our as-

sumptions about the network are weak, the results are strong: the proofs hold for a broad

class of protocols and aggregation algorithms.
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In particular, we will show that any dissemination mechanism, in order to be scalable in a

general setting, must reduce the bandwidth at which information about an area at distance

d is provided to the cars asymptotically faster than 1/d 2. This result does not depend on

the way how this bandwidth reduction is achieved: it holds regardless of whether, for in-

stance, information about distant roads, parking lots, etc. is updated at a lower frequency,

whether data from multiple sources are summarized, whether less accurate (and thus more

compact) data representations are employed, or whether some or all of these techniques

are combined in order to reduce the utilized bandwidth. It also does not depend on the

communication paradigm used for transporting the information, be it proactive or request-

based, using unicast, multicast, broadcast, geocast, DTN-style opportunistic gossiping, or

anything else.

Model

Let us first introduce the network and application model that we will use throughout the

section. Our aim is to capture the relevant aspects of wireless networks in general and

VANETs in particular, while keeping the focus of our assumptions on those factors that

are later on essential for our proofs—each non-essential constraint in the model would

unnecessarily limit the applicability and generality of the results. Specifically, our model

comprises three components:

1. The sources of information, i. e., where the disseminated and aggregated data come

from. Here, we call these sources measurement points.

2. Where the information goes, i. e., which information is to be delivered to which cars

in the VANET. We term this relation the interests in the system.

3. The limitations on the propagation of information imposed by the network as a result

of limited spatial reuse of the medium, in particular due to wireless interference.

Measurement points Our model represents the “world”, i. e., the area the system is de-

ployed on, by the real planeR2. For practical purposes, this is a reasonable approximation

of a city area, a country, or even a continent. On this plane, there is a set M ⊂R2 of loca-

tions at which information can be obtained through measurements. These measurement

points could, for example, represent all the street segments, for which passing cars would

observe the current traffic density, driving velocity, number of free parking places, road

surface condition, or any other parameter. The observed values are time-varying, i. e., the
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measurements are always taken at some specific time instant. Due to this temporal prop-

erty, we see a measurement point as an information source that “produces” information

about the measured value whenever a measurement is performed. Considered over a suf-

ficiently long time span and seen from an abstract perspective, a measurement point thus

is a source which generates information at a certain data rate. The task of an information

dissemination protocol is to deliver this generated information to the interested network

participants. The focus here is to assess the asymptotic limits of the rate at which informa-

tion obtained from the measurement points can be delivered to interested cars, regardless

of the specific protocols used to transport it and the in-network aggregation techniques

used to achieve the desired rate.

While, at a first glance, this abstraction bears similarities with the existing work on asymp-

totic rate limits, there is one fundamentally distinctive aspect: with in-network aggregation,

the data rate changes within the network. Typically, with increasing distance, the amount

of information about a measurement point is reduced further and further, for instance by

summarizing it with other data.

Generally, the achievable performance will depend on the distribution and density of the

measurement points on the plane. If there are only a few measurement points, dissem-

inating the information will be easier than in the case of a large number of information

sources. We therefore have to model the spatial distribution of the measurement points. If

we allow for arbitrarily large and dense clusters of measurement points, an arbitrarily large

amount of information can be generated in a very limited area; then, their information can

obviously not be communicated even locally and asymptotic bandwidth considerations be-

come meaningless. However, since we intend to remain as generic as possible in our anal-

ysis, we impose only a very weak condition on the distribution of the measurement points.

We concentrate on the case where the measurement point distribution satisfies what we

call a max-density condition. This condition essentially states that there are no arbitrarily

large, arbitrarily dense groups or clusters of measurement points. It is formally defined as

follows:

Definition 3.1. A set of measurement points M fulfills a max-density condition with param-

eters δ > 0 and r0 > 0 if and only if for any circle in R2 with radius r ≥ r0 the number ν of

measurement points that lie within the circle is bounded above by

ν< δr 2.

Note that in the previous definition, parameter choices where δr 2
0 ≤ 1 do not make sense,
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because they would not allow for even just one single measurement point to exist: let m be

a measurement point and consider a circle with radius r = r0 around m; this circle would

contain one measurement point and would thus already violate a max-density condition

with δr 2
0 ≤ 1. Therefore, we may safely assume that δr 2

0 will always be larger than 1.

Interests The next aspect that needs to be modeled is the distribution of interests in the

system: where does the information need to be delivered to? Or, more specifically, the

question is which measurement points are the object of interest of cars in which particular

region of the map? Clearly this aspect is highly application dependent. In a traffic informa-

tion system, for example, cars will be interested in the traffic situation along their planned

route; thus, the interests depend on the traffic movement pattern, and will typically include

both close measurement points and much more distant road sections. Because our aim is

to investigate the fundamental limits that hold for any application and any road network,

our model deliberately does not constrain the possible distribution of interests in the sys-

tem. We therefore model the interests of the participants in the dissemination system by

an arbitrary set of pairs (x,m), where x is the location of a network participant that is inter-

ested in data from a measurement point m ∈ M . The formal definition is as follows.

Definition 3.2. Let the interest set I be an arbitrary subset of R2 ×M.

Since we are interested in the rate at which data about a measurement point can be made

available given the distance between the measurement point and the interested car, we also

introduce a notion for this distance:

Definition 3.3. The distance ‖I‖ of an interest I ∈ I , where I = (x,m), is the distance be-

tween the position of the interested party x and the measurement point m, i. e.,

‖I‖ := ‖x −m‖.

Limitations of the network Finally, we have to consider the network capacity itself. In

a network with unlimited capacity, it would not be a problem to deliver all measurement

data about all measurement points to each interested participant. In practice, however,

each network imposes limitations on the maximum bandwidth between communication

partners. In wireless networks like VANETs, the central limiting factor are spatial reuse con-

straints due to signal interference. In order to obtain strong results, we again aim to capture

the essence of these limitations in a way that is as generic as possible, with as few specifics

of and assumptions about any particular network or communication mechanism as possi-

ble.
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Figure 3.1: The total communication bandwidth into a circle of finite radius.

We again do so using circles on the plane. Any other shape would do equally well, but

circles are particularly easy to handle. Our idea is sketched in Figure 3.1: we place a circle

with finite radius somewhere in our wireless network. If we add up all the bandwidth of all

communication links crossing the circle boundary that we could possibly use in parallel,

this sum will always be finite—wireless interference limits the spatial reuse. We thus cannot

communicate an arbitrarily large amount of data into (or out of) our circle within a limited

time.

We formalize this observation in the following assumption. Note that it only constitutes an

upper bound; we do not assume that the maximum bandwidth is ever actually achieved.

Assumption 3.1. Given any arbitrary radius r > 0, we assume that there is a constant ξr ,

such that for any circle with radius r , the total communication bandwidth b (observed over

a reasonably long time span) between the nodes within and outside the circle is bounded

above by

b ≤ ξr .

The total communication bandwidth between the inside and the outside of our circle (i. e.,

the constant ξr ) will typically increase for larger radii r . However, we do not need to model
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this in detail: for our proof, it is sufficient that for any fixed, given radius, the total band-

width may not become arbitrarily high.

Bandwidth Constraints for Scalable Aggregation

Before we turn to the question of how much aggregation is necessary, let us first argue—in

terms of our model—why data aggregation is necessarily needed for dissemination services

in VANETs at all. Consider a circle with arbitrary radius r around the participant’s current

position; according to Assumption 3.1 the total data rate of information from measurement

points outside this circle provided to the participant cannot exceed ξr .

Grossglauser and Tse [GT02] and some subsequent works showed that—theoretically—the

capacity of wireless networks increases if node mobility is taken into account. The results

were, however, derived under assumption of unlimited buffer sizes and only guarantee the

delivery of the message even with almost infinite delay. The mobility does not affect our

results: it will only increase the data rate b at which the information can flow into the toe

circle, as some information will travel on-board the incoming cars.

One approach would of course be to limit the number of interests. This, however, is hardly

viable. It is of course possible to put a limit on the allowed number of interests of a sin-

gle network participant; such a limit may even inherently exist in the application. Note,

however, that it will often be the case that many network participants which are interested

in very different regions are co-located within the same geographical area. For example,

cars with very different destinations and different planned routes may be underway on

the same road. However, despite the almost arbitrarily large variety of interests, the total

ingress bandwidth for these cars is still limited. (In terms of our model, consider a circle

enclosing all the cars, then the total bandwidth into this circle is limited.) Thus, a much

more promising approach is to use in-network summarization and aggregation techniques

to adjust the resolution of the provided information (and thus the necessary data rate) in

order to respect the inherent bandwidth limitations of inter-vehicle communication.

Bandwidth profiles Aggregation techniques exist in many different shades and flavors.

For instance, information from the measurement points within the same geographical area

may be aggregated, such that only a summary is transmitted to interested parties further

away, as it has been proposed in [CGM06, LSM07]; information from individual vehicles

on a road may be combined as in [NDLI04b]; the frequency at which information about

36



3.3 VANET limitations

certain geographical regions is transmitted may be adjusted as in [KSA02]; syntactic com-

pression techniques may be used to yield smaller aggregates, as suggested in [IW08b]; or

travel times between important “landmarks” may be used as a coarser representation of

the traffic situation at larger distances as has been proposed in [LSW+08].

All these techniques—more or less directly—aim at reducing the data rate used per mea-

surement point with increasing distance of the interest, either by using coarser approxima-

tions of the value itself (i. e., data representations requiring fewer bits), by sending updates

less often, or by transmitting one single value for a whole group of measurement points,

which in the end also boils down to reducing the rate used per measurement point.

In our analytical approach to determine the fundamental limits of aggregation, we must

find a way to abstract from the specific approaches and mechanisms of aggregation. We

therefore identify the reduction of the data rate per measurement point with increasing

distance as their common feature. From this point of view, the essential property of an

aggregation scheme is the amount of bandwidth spent depending on the distance: given

an interest with distance d , how much bandwidth is used for making information avail-

able to the interested party? Consequently, we characterize an aggregation scheme by its

bandwidth profile.

Definition 3.4. A monotonically decreasing function

b : R→R≥0

is a bandwidth profile of an aggregation scheme A if A ensures that for all interests I =
(x,m) ∈I an interested party located at x is supplied with information about measurement

point m at least with data rate b(‖I‖).

Towards a proof In the remainder of this section, we will prove for the general case of

arbitrary measurement point sets (with a max-density property) and interests that if an ag-

gregation scheme has a bandwidth profile b for which b(d) ∈/ o(1/d 2), then the bandwidth

limitations established by Assumption 3.1 do not allow ensuring that all interests can be

appropriately served.1 I. e., we will prove by contradiction that all bandwidth profiles of

scalable aggregation schemes must be in o(1/d 2). Hence, practical aggregation schemes

1o(1/d2), not to be confused with O(1/d2), describes the set of functions which decrease asymptotically faster
than 1/d2. More formally, b(d) ∈ o(1/d2) if and only if

∀c > 0 : ∃d0 > 0 : ∀d > d0 : b(d) < c

d2
.
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should be constructed in a way such that the data rate used per measurement point de-

creases faster than with the square of the interest’s distance.

In the proof, we will make use of the following two lemmas.

Lemma 3.1. Let δ> 0, r0 > 0 be given such that δr 2
0 > 1. If the measurement points in M are

distributed in such a way that the distance between any two measurement points is at least

∆ := 2p
δ− r−1

0

,

then a max-density condition with parameters δ and r0 according to Definition 3.1 holds.

This lemma is proved in Appendix A.1.

Note that the condition in Lemma 3.1 is sufficient, but not necessary. In particular, we

do not claim that measurement points will always have a pair-wise distance of ∆; we will

just use this lemma as a vehicle to show that one specific distribution of measurement

points (the counterexample in the proof by contradiction of our main theorem) fulfills a

max-density condition.

Lemma 3.2. On the perimeter of a circle with radius r ≥ ∆
2 , at least

⌊4r
∆

⌋
points can be posi-

tioned such that for each pair of points their distance is at least ∆.

The proof for this lemma can be found in Appendix A.2.

Constructing a counterexample In the following, we will assume that the parameters

δ and r0 from the max-density condition are fixed and given. Let furthermore ∆ in the

following denote the quantity 2p
δ−r−1

0

, as in Lemma 3.1.

We will now show that any bandwidth profile must be in o(1/d 2), or otherwise there is a

possible constellation of measurement points and interests such that a max-density con-

dition holds, but not all interests I can be satisfied with data rate b(‖I‖). We prove this by

contradiction. Therefore, let from now on b be a bandwidth profile for which

b(d) ∈/ o

(
1

d 2

)
. (3.1)

We will proceed in three steps towards a proof. We first construct a set of measurement

points M∗ and set of interests I ∗ based on the parameters δ, r0 from the max-density con-

dition. We then show that for this construction the max-density condition holds. Finally,

we prove that serving all interests I ∈I ∗ with data rate at least b(‖I‖) is not feasible.
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Note that b ∈/ o(1/d 2) means that there is a constant c > 0 such that

∀d0 > 0 : ∃d > d0 : b(d) ≥ c

d 2 . (3.2)

In the following, let c be such a constant.

Definition 3.5. Let k0 := max{r0,∆}.

For all i ∈N>0 let ki ∈R be a value for which

ki > 8ki−1 +∆ and b(ki ) ≥ c

k2
i

.

Such ki exists for all ki−1 because b(d) ∈/ o(1/d 2) (to see this, set d0 = 8ki−1 +∆ and d = ki in

(3.2)).

Based on the sequence (ki )i∈N we can now construct the specific sets of measurement

points M∗ and interests I ∗ for our counterexample as follows.

Definition 3.6. Let M∗ be a set of measurement points defined as follows.

We first construct a sequence of primary circles. The primary circles are all centered at the

origin (0,0). The i -th primary circle (i ≥ 0), denoted by Ci ,0, has radius ki .

For all i ∈N>0 we construct further circles between the primary circles, in a way such that

the radii of any pair of circles differ by at least ∆. We call these additional circles secondary

circles. The secondary circles, too, are centered at the origin. Between Ci−1,0 and Ci ,0, there

are wi −1 secondary circles, denoted by Ci ,1, . . . ,Ci ,wi−1, where

wi =
⌊

ki −ki−1

∆

⌋
.

Let the radius of Ci , j be ki − j∆.

Figure 3.2 depicts the idea of primary and secondary circles (solid and dashed lines, respec-

tively).

According to Lemma 3.2, ⌊
4(ki − j∆)

∆

⌋
points can be positioned on Ci , j , such that they all have a pair-wise distance of at least ∆.

M∗ consists of such points on all circles Ci , j where i > 0. The exact placement of the points

on the circle is not relevant in the following, as long as the pair-wise distance is at least ∆; for
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Figure 3.2: Primary and secondary circles in the construction of M∗.

instance, one point on Ci , j could be positioned at coordinates (0,ki − j∆), with the rest of the

points uniformly spaced over the circle perimeter.

Let the i -th zone, Zi , be the subset of M∗ that contains all measurement points residing on

the circles Ci ,0, . . . ,Ci ,wi−1 (i. e., it comprises the primary circle Ci ,0 and all secondary circles

between Ci−1,0 and Ci ,0). Observe that the zones are all of finite size, are all pairwise disjoint,

and together fully cover M∗. Let zi denote the number of measurement points in zone Zi .

Finally, let

I ∗ = {((0,0),m) | m ∈ M∗}.

We must now verify that a max-density condition with parameters δ and r0 holds for our

construction.

Theorem 3.1. A max-density condition with parameters δ, r0 holds for M∗.

Proof. We show that for any two measurement points m1,m2 ∈ M∗,m1 =/ m2 the distance

‖m1 −m2‖ is at least ∆. First, note that according to Definition 3.6 the difference between

the radii of any two circles is at least ∆. Therefore, if m1 and m2 reside on different circles,

their distance must be at least∆. If m1 and m2 are located on the same circle, however, their

distance is also at least ∆ by construction.

Consequently, the distance between any pair of measurement points is at least ∆. Thus, by

Lemma 3.1, the max-density condition holds.
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We now turn to the number of measurement points within the individual zones and make

the following observation regarding the number of measurement points in a zone.

Lemma 3.3. Let i ∈N>0. For the number of measurement points zi in zone Zi it holds that

zi >
k2

i

2∆2 .

The lemma is proved in Appendix A.3.

A criterion for scalability Finally, we are ready to prove our main theorem, which char-

acterizes the minimum “amount” of aggregation necessary for a scalable dissemination

scheme.

Theorem 3.2. Let b be an arbitrary bandwidth profile for which b(d) ∈/ o(1/d 2). Then, for

measurement points M∗ and interests I ∗ as defined above, not all interests I ∈ I ∗ can be

served with bandwidth at least b(‖I‖).

Proof. Let M∗ and I ∗ be defined like above. Consider a circle C∗ centered around 0 with

radius r∗ := k0/2. Note that, by construction, all circles in the definition of M∗ have a radius

larger than r∗; thus, all points in M∗ are located outside C∗. Since for each m ∈ M∗ there

is an interest Im = ((0,0),m) ∈ I ∗, information about m must be transported into C∗ at

least with data rate b(‖Im‖). Note that ‖Im‖ is equal to the radius of the measurement point

circle (according to the definition of M∗) on which m is located.

Now observe that for each measurement point m in zone Zi , the bandwidth that must be

spent for the point when delivering information for interest Im is bounded below as follows

b(‖Im‖) ≥ b(ki ), (3.3)

because b is monotonically decreasing per definition and ‖Im‖ ≤ ki .

Therefore, the total rate B at which data must be transported into C∗ to serve all interests

according to b is—by summation over the zones—bounded below by

B ≥
∞∑

i=1
b(ki )zi ≥

∞∑
i=1

c

k2
i

zi . (3.4)

According to Lemma 3.3, we thus have

B >
∞∑

i=1

c

k2
i

(
k2

i

2∆2

)
= c

2∆2

∞∑
i=1

1. (3.5)
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This sum obviously does not converge, therefore it would require infinite bandwidth into

the circle C∗ to serve all interests. Since the bandwidth available for transmissions into C∗

is finite (bounded above by ξr ∗ according to Assumption 3.1), the assertion holds.

Note that while from the above construction and proof it may seem that an infinite num-

ber of interests and measurement points is necessary in order to break a scheme with a

bandwidth profile that is not in o(1/d 2), this is not exactly true: one can always find a finite

number of zones (and thus a finite number of measurement points and interests) for which

the sum in (3.4) already exceeds the available bandwidth.

An example

Out of the many proposed aggregation schemes, let us pick SOTIS [WER+03] in order to

show what our results mean in practice. As described in Section 2.2.4, in this approach

when a vehicle receives a beacon containing information about traffic conditions, it merges

the information into a local knowledge base, and sends out aggregated subsets of the infor-

mation from its knowledge base in the beacons. SOTIS uses fixed-size road segments to

summarize travel speeds provided by different participants.

Given its own position, each car then has a set of data elements that it can choose to report

on. The car must decide on the subset of elements about which information (e. g., traf-

fic measurement) is included in the beacons, and also how often it is included—in every

beacon, in every other beacon, etc.. The choice can be captured by defining a (position-

dependent) frequency fE for each element E of the set, where a car includes information

about E in its beacons with frequency fE . These frequencies implicitly also determine

the beaconing interval and the size of the beacons, and therefore the network bandwidth

used.

Our previous results are directly applicable to such a model. If we assume, for simplicity

of discussion, a constant density of measurement points and a constant aggregate size, we

can obtain results on how we must choose the frequencies. From the results in Section 3.3.2,

we learn that this can only be scalable if we reduce the rate like o(1/d 2) over distance. With

constant aggregate size, we would indeed need a quite rapid reduction of the frequency to

achieve the necessary rate reduction—faster than 1/d 2. When the transmission frequency

is reduced so quickly for more distant regions, however, it might be questionable whether

these rare transmissions of information about more distant segments can be practically

useful at all: cars might barely be able to obtain useful information about more distant

regions within reasonable time spans.
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Scope and applicability

The results presented in this section shed light on an aspect that has so far been neglected

in VANET data aggregation: the extent to which aggregation is needed. Of course, in prac-

tice, not only asymptotic scaling, as it is considered here, but also the constants involved

will play a significant role; moreover, one must be aware of the fact that VANETs are large

networks but cannot be extended infinitely. Therefore, in practice, careful consideration is

inevitable, and application-specific aspects must be taken into account. VANET applica-

tions will be long-lived deployments, where the introduction of revised or even re-designed

protocols is difficult or impossible. At design time, the detailed characteristics of all (road)

networks in which an application will be used will typically be unknown; the same holds

true for the future usage pattern of an application. The notion of a bandwidth profile and

the results on the asymptotic scaling of aggregation schemes therefore constitute valuable

guidelines when mechanisms for VANET dissemination applications are selected, adapted,

or designed: such mechanisms should at least allow to avoid bandwidth profiles which are

not in o(1/d 2)—otherwise they are bound to fail in the general case. Some, but not all of

the existing mechanisms already provide the necessary flexibility. In any case, before ag-

gregation mechanisms are considered as a basis for large-scale applications, they should

be subjected to a rigorous analysis with respect to their bandwidth requirements and their

scaling behavior.

On the one hand our results provide valuable hints on how specific aggregation mecha-

nisms and VANET applications should be designed. On the other hand, the results might

also be considered as an argument against using VANETs while designing inter-vehicular

applications relying on exchange of data between many users in a large geographical area.

Basically, in order to make a VANET application scalable, the designers have to either limit

the number of participants, bound the geographical area the information is distributed in,

or reduce the size (and level of detail) of the exchanged data. Each of these countermea-

sures limits the usability of the application.

3.4 Conclusion

In this chapter we presented research projects dealing with inter-vehicular communication

and discussed proposed examples of car-to-car and car-to-x applications. For each appli-

cation group we defined a set of unique communication requirements. This thesis focuses
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on the applications from the traffic efficiency group. Thus we also examined the suitabil-

ity of VANETs when building such applications. The VANET approach incurs no additional

cost for a driver in order to receive and use up-to-date information for his or her navigation.

However, a difficult task when building such a system involves equipping enough cars with

the technology. A sufficient performance is hard to reach, if not impossible, with penetra-

tion ratios that are realistic within the near future or during a roll-out phase. This might be

mitigated by leveraging the VANET approach and using additional infrastructure support;

however, the cost efficiency of such a solution is questionable.

Assuming the obstacles of market introduction are dealt with and a large fraction of cars

are equipped with the technology still, due to the inherent characteristics of car movement,

even with a significant number of cars equipped with the technology, there is no guaran-

tee of end-to-end communication between any two cars in VANET. Thus the data has to

be transported by being “carried” through the movement of a car; this, however, radically

reduces the speed of dissemination.

Due to capacity limitations, dissemination-based applications in VANETs must involve the

application of data aggregation techniques that reduce the amount of information with in-

creasing distance. This chapter contains two central contributions with respect to a deeper

understanding of the trade-offs of VANET-based communication: first, we introduced the

concept of a bandwidth profile, and showed that aggregation schemes cannot be consid-

ered generally scalable unless their bandwidth profiles are in o(1/d 2), where d is the geo-

graphical distance between a source of information and an interested vehicle. Aggregation

of data always entails the loss of detail in the original data. It might happen that a scalable

aggregation protocol results in exchange of data which are not useful for the application of

dynamic routing. The data might be obsolete and not detailed enough to allow for good

routing decisions.

The results presented here motivates our further work toward the alternative solutions to

realize inter-vehicular communication.
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Chapter 4

UMTS and Peer-to-Peer

In the previous chapters we have listed a number of traffic efficiency application and argued

why the current approaches to implement them in VANETs suffer from serious limitations.

Undoubtedly, many of the proposed applications are highly useful and very desirable, but

limited by market introduction and the technological hurdles of VANET-based solutions.

What are the possible alternatives? Cheap mobile Internet access, be it via 3G, GPRS,

WiMax, Wi-Fi, or any other technology is already widespread. UMTS flatrates, for instance,

are available in many countries and are rapidly getting cheaper. Always-on mobile Inter-

net access becomes reality now, long before VANET technology in cars will be deployed.

In stark contrast to wireless multi-hop networks, the connectivity, latency, and bandwidth

are almost independent from the physical distance between communicating parties when

infrastructure-based communication is used. There are no separate network partitions,

and differences in bandwidth or latency, if relevant at all, will only depend on the access

technologies. In the first part of this chapter we will explain how a typical infrastructure-

based communication network (UMTS) works and point out properties which are relevant

for the development of a traffic information system.

The availability of a communication channel as offered by infrastructure-base networks

does not automatically solve the problem of efficient data exchange between multiple users

spread over a large geographical area. It rather constitutes a solid basis for such communi-

cation. Thus in the second part of this chapter we will present the idea of overlay networks

which facilitate efficient data exchange between the users.

4.1 Universal Mobile Telecommunications System (UMTS)

Probably the most popular infrastructure-based network offering service which is sufficient

for our traffic information system is a UMTS network. Let us thus discuss the architecture
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Figure 4.1: The architecture of the UMTS network.

and working principle of such a network in a more detailed manner (an overview of mobile

communication systems can be found in [Sch03]). The Universal Mobile Telecommunica-

tions System (UMTS) is an example of a third generation mobile communication network,

the successor of the second generation network: Global System for Mobile Communica-

tions (GSM). The names 2G and 3G networks are also commonly used. The process of spec-

ification of UMTS was overseen by the 3rd Generation Partnership Project (3GPP) [3gp].

The architecture of the UMTS network is depicted in Figure 4.1. It comprises of the Radio

Network Subsystem (RNS) and the Core Network (CN). The whole radio network subsystem

is also called UMTS Terrestrial Radio Access Network (UTRAN). The most important part of

the RNS are Radio Network Controllers (RNC) which control one or many Node Bs. Each

Node B can supervise several independent cells. User Equipment (UE) connects and com-

municates via the air interface within one cell at a time. There may be multiple users in one

cell. As already stated, the most important part of the RNS are the RNC, which are respon-

sible for: a) radio resource control, b) admission control, c) channel allocation, d) power

control settings, e) handover control (between antennas or Node Bs), and f) ciphering of

the messages. Node B, on the other hand, has to: a) control air interface by transmission

and reception of the data, b) select appropriate modulation-demodulation algorithms, and

c) detect and handle transmission errors.
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The most popular UMTS air interface is W-CDMA (also called UTRA-FDD), which uses two

5 MHz bands at 2 GHz frequency, separately for up- and downlink. TD-CDMA (UTRA-TDD)

is an alternative solution: it uses time division multiplex (rather than the expensive fre-

quency multiplex) to separate up- and downlink of multiple users.

The Core Network Subset (CN) shares many elements with the 2G network (GSM/EDGE),

which simplified the migration of existing GSM networks and reduced the financial burden

for network operators. The Core Network brings the user data to their destination, and is

therefore composed of a number of switching centers and gateways to other networks (like

Internet or networks of other operators). The CN is divided into circuit switched (speech)

and packet switched (data exchange) domains. Circuit switched elements include Mobile

Switching Center (MSC), Home Location Register (HLR) (a database storing static informa-

tion about users), Visitor Location Register (VLR) (storage with copies of the user data in a

particular RNS and dynamic data, e. g., about the currently used network cell) and Equip-

ment Identity Register (EIR) (a list of devices used in the network). A packet switched do-

main, that is a subsystem responsible for data exchange in the network, comprises of Serv-

ing GPRS Support Node (SGSN) and Gateway GPRS Support Node (GGSN). Some network

elements, such as HLR, EIR and VLR, are shared by both domains.

Authentication is needed before use of the UMTS services. The authentication is crucial for

billing purposes. Since one user can use multiple user equipments (i. e., mobile phones)

so-called Subscriber Identity Modules (SIM) are used to decouple the user identity from the

device he or she is currently using. Each SIM contains a Personal Identity Number (PIN),

PIN Unblocking Key (PUK), authentication key (Ki ) and International Mobile Subscriber

Identity (IMSI). In the first step local authentication is required between the user and SIM

to allow access to Ki ; this is achieved when the user types in the correct PIN. In the next

step authentication with the network operator is conducted. This is done with the help

of the authentication key Ki and the UMTS MILENAGE algorithm. At its core MILENAGE

uses the Advanced Encryption Standard (AES) algorithm. For authentication the network

operator sends a random number (challenge) to the user. The random number is signed

with Ki and the signed response (SRES) is sent back to the RNC. Since RNC possesses the

same Ki (stored in the Authentication Center (AuC)), it is able to check the correctness of

the SRES. After that Authentication and Key Agreement (AKA) takes place to establish a

cipher key (CK), integrity key (IK) and authentication token (AUTN) used by the UE. The

exchange of the data via the air interface is encrypted, thus confidentiality and integrity of

the messages is ensured [WSA02]. User identity confidentiality is ensured by not using the

permanent user identity (IMSI) on the radio link; instead, temporary identities are used.

We will skip the details here, but UMTS also uses mutual authentication, which means that
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the mobile user and the serving network authenticate each other. In the original GSM de-

sign, it was possible to jeopardize user security by providing “false” base stations, because

only authentication between the user and network (and not the other way around) was re-

quired.

From our perspective the most important services of the UMTS network are data exchange

services. To establish a data connection in the UMTS network it is necessary to follow the

steps defined by the Radio Resource Control Protocol (RRC) [Pro99]. UE sends a RRC Con-

nection Request to its current RNC. RNC can select appropriate Node B and answers the

request with an RRC Connection Setup message. From this moment on further interac-

tions with Serving GPRS Support Node (SGSN) are undertaken. In particular, they involve

an authentication handshake in Radio Access Network Application Part Protocol (UMTS

RANAP) [Ton99] between UE and SGSN. After this two parties agree on a session key, and

further messages are exchanged with respective data about the requested connection, i. e.,

Direct Transfer Request and Response. A connection in the UMTS network is characterized

by the so-called Packet Data Protocol (PDP) context, that is a set of settings that defines

which networks may be used and the quality of service (bandwidth, latency, etc.) required

by the application. The list of PDP contexts that a particular user is allowed to use is stored

in the HLR. Afterward when the connection is established, an IP-based communication

channel between UE and SGSN is created and remains active until the mobile station de-

activates it. An application running on UE produces normal data packets which are sent

via SGSN to the Internet (or in the case of two UE communicating with each other via Core

Network). Note that similarly to data exchange in UTRAN, the communication between UE

and SGSN (that is communication within the CN) is also encrypted.

Location management is a crucial functionality of the UMTS network. Whenever a network

wants to set up a connection to a mobile station, the exact location area (that is UMTS cell)

has to be known. It then pages the mobile station via the air interface. To make a mo-

bile station aware of their location, the Node B broadcasts a specific, unique number called

Location Area Index (LAI). When the number changes, the mobile station assumes the loca-

tion changes and informs the Home Location Register about this fact. This principle allows

for keeping the location data up-to-date with little effort. During an active connection the

exact location (cell) of the UE is traced.

A UMTS network can provide users with an IP-based communication channel, that is ex-

actly the same network protocol as used in the Internet. Although the functionality of-

fered is the same, the quality of the service may differ. When using cellular 3G networks

we can expect high data rates. The standard value offered nowadays is about 384 kbit/s,
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which is still inferior when compared to typical domestic Internet access realized via DSL.

Therefore further effort was undertaken to increase both up- and downlink rates. This

resulted in the definition of the High Speed Downlink Packet Access (HSDPA) and High-

Speed Uplink Packet Access (HSUPA) standards which increased the bandwidth offered up

to 21 Mbit/s. The successor of UMTS, the so-called Long Term Evolution (LTE) network, is

already standardized and deployed on a small scale. It will offer even higher data rates of

50 Mbit/s [lte].

In contrast to VANET networks the communication between two UMTS users is not

achieved via (re-)broadcast of the messages. Each user is connected with a UMTS antenna

in his current cell. UMTS cells are separated from each other by using different frequencies,

thus the transmission in one cell does not inhibit the communication in nearby cells. The

data between cells are transmitted via the high-capacity Core Network. Also the cells of a

different network provider in the same geographical area are separated from each other by

using different frequencies.

As far as the network capacity of a single UMTS cell is considered, the results of experiments

have shown that when using the 5 MHz carrier frequency, approximately 600–700 kbit/s cell

capacity can be expected, while under perfect conditions values up to 2 Mbit/s were mea-

sured (single user, small interface) [WSA02]. A high number of users using small bit rates

(rather than a small number of users using high bit rates) is favorable for a UMTS network.

Experiments show that a single UMTS cell can handle up to 200 simultaneous users with

constant bit rates of 20 kbit/s. When increasing the number of users the bandwidth drops

to only about 10 kbit/s for 250 users [WSA02]. We should keep those values in mind when

developing our infrastructure-based traffic information system.

Constant evolution of mobile Internet access networks like UMTS allows us to hope that

the values presented will further improve in the future. Also the density and availability of

the networks improves over time. An extreme example of this fact is the deployement of

third generation communication network in the region covering the highest mountain of

the world: Mount Everest [mou].

Our system will depend on infrastructure-based communication. The only assumption

we are going to make is that there is an IP-based communication channel available for the

users. In contrast to the aforementioned systems like TomTom HD Traffic we neither intend

to change the way the network works nor demand access to special services or internal

structures of the network (like HLR). Instead we adjust our system to work with the generic

network as an ordinary mobile application running on UMTS.
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4.2 Peer-to-Peer

The presence of an IP-based communication channel offered by an infrastructure-based

network does not automatically allow for a successful deployment of a traffic information

system. To establish a connection and exchange data with a remote station, the IP-address

of this station has to be known. In our case it would mean that each user of our system

would have to know the IP addresses of all the other participants; each measurement will

then be sent to all the other users. Clearly such a solution is technically infeasible. There-

fore we need to seek more efficient ways of exchanging data between multiple users of the

system. In this thesis we will present a novel approach to implementing a car-to-car com-

munication application upon infrastructure-base networks using peer-to-peer overlay net-

works. Overlay networks allow abstracting the underlying network protocol (like IP in our

case) and facilitating direct sharing of the resources (storage, content, CPU cycles) between

the users.

The decentralized nature inherent to VANETs is very appealing for traffic information sys-

tems. A cooperative approach in which each participant contributes, distributes, and con-

sumes information, where no central institutions and no central infrastructure are neces-

sary, and where, consequently, the absence of a single point of failure promises a robust ser-

vice without recurring costs—all this is obviously highly desirable. In this work, we there-

fore look at an alternative means to implementing a cooperative TIS—not via VANETs with

their severely limited information propagation speed and capacity, but still in a fully decen-

tralized, self-organized, scalable, and cooperative fashion. Our technical basis of choice is

a peer-to-peer overlay over mobile (cellular) Internet access.

Multiple definitions of the peer-to-peer can be found in the literature, for instance:

Definition (Peer-to-Peer Network). Peer-to-Peer (P2P) are distributed systems consisting of

interconnected nodes able to self-organize into networks with the purpose of sharing re-

sources. Peers are usually equal in terms of functionality and tasks they perform [ATS04].

The peer-to-peer paradigm has become quite popular recently, which can be attributed to

the properties of P2P networks: they are scalable, fault-tolerant, and resistant to censorship

and control [LCP+05]. Since they self-organize without the need of a central server the

administration overhead is reduced. In this section we will provide the reader with a short

introduction to the subject of peer-to-peer networks.

Successful applications of peer-to-peer networks can be divided into the following func-

tional groups:
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• communication and collaboration (instant messaging [jab], voice and video Internet

telephony [sky]),

• distributed computation (SETI@home [seta]),

• distributed database systems [DHJ+07] or distributed file systems [KBC+00],

• content distribution: sharing digital media [RFH+01, SMLN+03], file-

sharing [napb, gnu], publish/subscribe [EFGK03], streaming and application-level

multicast [YLE04].

Traffic information systems are clearly systems sharing digital content (i. e., measure-

ments), thus solutions from the last group presented above are applicable. Hybrid decen-

tralized networks like Napster were the first attempt to realize distributed content shar-

ing [napa, napb]. Each participant stored some content and a central server was used to

maintain a list of all registered users (with connection data) and a list of files that each

user wished to share in the network. A joining peer had to contact the server, announce

its presence and the contents it wished to share. Requests for files were first sent to the

server which returned a list of users that held some matching content. Afterward direct

communication between the peers took place. The reasoning of the designers was simple:

the actions producing a high network load (that is the actual distribution of content) were

performed in a decentralized fashion, while the indexing, which is less costly, was carried

out by a centralized server. As it turns out the scalability of the solution based on a cen-

tral index was an issue and, even worse, the central index constituted the central point of

failure, which rendered the system unusable.

The shortcomings of the first peer-to-peer network motivated further research towards

fully-decentralized overlays. The design of a typical P2P network for content sharing in-

cludes a network of peers, connections between them and the distributed function of lo-

cating the content in the network. The structure of the peers can be pre-defined or created

in a random fashion, thus such P2P networks are often divided into structured and unstruc-

tured.

One of the first fully decentralized overlay networks was for instance Gnutella [gnu]. In

order to join Gnutella at least one peer which is already in the network has to be known

(so-called bootstrapping peer). The joining process is initiated by sending a so-called Ping

message to the bootstrapping peer. After the reception of a ping, the bootstrapping peer

responds with a Pong message (acknowledging its current active status) and forwards the

original message to some other peers in the network it is connected to. Each of those peers

responds to the original peer with a pong. Hence the joining peer is able to establish a
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connection to other active peers. A set of connection data of other peers is called a routing

table.

Each peer can share some content from its local storage to other peers. There is no partic-

ular data placement scheme in such networks. Thus in order to localize a particular piece

of information usually brute force methods are employed. For instance the location of con-

tent in the original Gnutella was achieved by flooding: a query message with a description

of the searched content (e. g., a file name or file name wildcard) was sent to all known peers.

Each of them first checked if it possessed content matching the request; if this was not the

case, it passed the query to other peers it knew. If some matching content was found, the

Query Hit message was sent back to the originator. To avoid loops in the network, each

message had a unique ID (duplicates when detected were dropped). The header of the

message contained a Time-to-Live (TTL) field which was decremented each time a mes-

sage was forwarded. The usage of TTL allowed reducing the region of the network affected

by forwarding the query. Setting the correct value was more a question of art than science:

small values will not allow finding rare content which is present in the network but lies

too far from the originator (in terms of overlay hops), whereas large values of TTL can lead

to network overload. Although many improvements were proposed of the look-up pro-

cess [LCC+02, YGM02, ZJX07], the matter of fact is that in unstructured networks locating

content involved many peers, in the worst case all of them (when searching for particularly

rare content). The strengths of unstructured networks are their natural support of keyword

searching and a usually high failure tolerance.

The researchers quickly noticed that graph theory can be successfully applied to analyze

the properties of a peer-to-peer network. The set of connected peers can be abstractly de-

scribed as a graph: each peer can be represented by a vertex and connections between the

peers will be the edges of a graph. In a simplified sense a large part of the development

in the peer-to-peer field was done by applying the following principle. In the first step a

family of graphs was selected that possess some advantageous properties, e. g., a small di-

ameter. Subsequently, protocols had to be developed to establish a peer structure similar

to the selected graph in a self-organizing distributed manner. In contrast to the case of un-

structured networks where the content was placed randomly in the network, here the data

placement mechanism is pre-defined and known to all participants. When the content is

placed at specific locations, the look-up can be realized more efficiently. There is a plethora

of algorithms for efficient traversing of a graph. A family of peer-to-peer networks defining

exactly how the peers should connect to each other and where the content should be put is

called structured networks.
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The most prominent example of structured peer-to-peer networks are Distributed Hash Ta-

bles (DHT). Similarly to its non-distributed counterpart, a DHT associates keys with values

and offers a simple interface of distributed storage. The original idea of DHT was inspired

by the works of Plaxton et al. [PRR97], where a scalable system was presented for access-

ing shared objects in a distributed environment. For this purpose a virtual balanced tree

is created. A tree is a graph often used by efficient indexing structures. Each peer selects a

random node u in this tree and connects to its parent and siblings in the tree. Furthermore,

it is responsible for information associated with all nodes of the subtree rooted at u. Objects

and nodes are identified in a semantic free fashion (for instance by bit fields). When search-

ing for information the peer first checks if the information is located in its subtree (this is

done by matching its ID and the ID of the object searched for). If this is not the case the

look-up message is sent upwards in the tree structure (to its parent). Messages are routed

by matching longer prefixes towards the peer responsible for the object. This scheme has

a number of shortcomings. First and foremost the structure of the tree needs to be known

in advance and cannot change over time. Hence the “capacity” of the tree cannot change

and it is only possible to store as many distinct objects as there are nodes in the tree. Sec-

ondly, the hierarchical structure is not fault-resistant: a failure of a node placed high in the

hierarchy makes the whole subtree of the original tree unavailable.

To address the former problem, Consistent Hashing [KLL+97] can be applied. It was orig-

inally proposed in the context of web caching. The idea was to use standard hashing to

place web objects across a network cache. Assuming the hashing method is widely known

it can be used as an addressing scheme to locate proper objects in nearby caches. The hash

function has a fixed and clearly defined range of possible values, in the peer-to-peer con-

text, it can be used to generate trees for Plaxton-like routing which do not have to change

over time and can be efficiently queried as explained above. On the other hand, the domain

of a hash function is usually larger than its range, enabling efficient storage of a large set of

key-value pairs.

A combination and extension of both ideas, i. e., Plaxton routing and Consistent Hashing,

forms the basis of almost all DHT algorithms proposed so far. The keys are then unambigu-

ously mapped on so-called key space by means of consistent hashing. Similarly, peer IDs

are also hashed on the key space. Each peer is thus responsible for a part of the key space

and key in its direct vicinity. The main part of the DHT is the implementation of a look-up

algorithm in a decentralized fashion. For a given key, the look-up returns the responsible

peer. This is done in the following way. Participants form an overlay network, where each

peer is connected to a number of “neighbors”. Since the content is put in pre-defined lo-

cations (with the help of consistent hashing), some sort of greedy routing can be applied.
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In each step of the look-up process the message is sent closer and closer to its destination.

For each intermediate peer the following applies: either a peer possesses a given key or it

knows a peer offering progress towards the key searched for in the overlay. The exact way

in which the peers are interconnected with each other depends on the system used, simi-

larly different ways of generating key spaces are used. Let us now quickly review the most

popular and widely cited examples of DHTs.

In Chord [SMLN+03] consistent hashing is achieved by SHA-1 hash function generating

160-bit length identifiers of objects and peers. The key space forms a ring. In Chord each

peer maintains connections to O(log N ) other peers and the location of data for a given key

takes on average (1/2) log2 N hops.

Since the management of data in a distributed fashion by way of a DHT is a complex, and

yet critical, subject in the context of this thesis, we will describe it in a more detailed fashion

by looking at a typical DHT. Figure 4.2 depicts a Chord ring with 128 possible identifiers

(which is much less than in reality but makes the example comprehensible). In Chord both

peers and keys are hashed to an identifier. These Chord-IDs form a ring structure. Each

peer has a link to its direct successor (the peer with the next higher Chord-ID). The keys are

also hashed and stored for their successors. In the example content identified by the name

“File1” is hashed to Chord-ID 14. Thus the peer with Chord-ID 35 (successor of Chord-

ID 14) is responsible for this key. Similarly the content identified by the name “File2” is

stored by the peer with ID 2 (successor of 109 in the ring structure).

To find a peer responsible for a given key one has to send a look-up query along the ring.

By passing it on to a neighbor it will reach its destination. For instance, in order to locate

content of the “File1”, the peer with the Chord-ID 2 would have to apply the hash function

h on the string identifier “File1”, and pass the look-up message with the destination address

14 to its direct successor (i. e. the peer with Chord-ID 10). The message will be sent along

the ring until the peer responsible for the sector containing its destination address will be

located; in our case this is the peer with the Chord-ID 35.

In order to perform queries more efficiently, each peer maintains a finger table with fin-

gers pointing to peers that are at least 2i IDs away with increasing i (depicted by the dot-

ted lines). With this extension, the complexity of locating the responsible peer becomes

logarithmic in the number of network participants. The look-up algorithm changes only

slightly, by delivering messages a peer is selected which is closest to the destination address.

This could be the direct successor or a more distant peer pointed by one of the fingers.
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Figure 4.2: Distribution of data among peers in a Chord overlay network.

Peers can join and leave the network freely. Upon joining the new participant takes the re-

sponsibility for a given set of keys, reducing the average workload in the network. When

leaving, the peer hands over the stored data to some other responsible peer. The random

uniform allocation of the data and peers on the ring results in a fair load distribution, as-

suming all pieces of content are equally popular. To increase robustness of the system,

redundant storage of the data can be introduced by using multiple hash functions. In this

case each (key, value) pair is stored multiple times, usually by different peers.

The Content Addressable Network (CAN) [RFH+01] uses d-dimensional Cartesian coordi-

nate space on a d-torus as the key space on which peers and keys are mapped. Each peer is

responsible for a d-dimensional hypercube of the key space and is connected only to peers

responsible for neighboring cubes, that is cubes with edges common to the original cube.

Thus each peer has to maintain a routing table of size O(d). The look-up is achieved by a

greedy algorithm: a look-up message is passed to the cube closer to the key searched for.

The complexity of this process is O(d ·n1/d ). When dimension of the CAN space is chosen

as d = log N the complexity of the look-up and size of the routing table of CAN and Chord

are equal.

Viceroy [MNR02] improves the design of the above-mentioned solutions. This is an exam-

ple of a constant degree network: similar to CAN, the routing table size of a peer in this sys-
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tem is constant. Peers are organized into rings (levels) in the network. Upon joining, a peer

selects a ring to join and connects to the predecessor and successor in this ring. Further-

more it also has connections to the higher and lower level peers and to so-called butterfly

pointers (“left” and “right”). Despite the fact that the routing table is of constant size, the

logarithmic complexity of the look-up can be achieved. The main shortcoming of this sys-

tem is the quite complex structure that needs to be maintained. The system was developed

under the assumption of the absence of peer failures, thus some researchers have pointed

out that constant node degree can make the network partitioning more likely [LP02].

Quite a large number of peer-to-peer networks use de Bruijn graphs to build the peer struc-

ture. The reason for that is the very beneficial relation between the graph degree (size of

a peer routing table) and the graph diameter (look-up complexity): for a given degree k,

the diameter is logk n (asymptotically). Examples of networks using de Bruijn graphs in-

clude Koorde [KK03], Cycloid [SXC06] and Distance Halving [NW03]. The properties of the

Distance Halving network will be described as a representative of this group of peer-to-

peer overlays. The key space is a continuous interval I = [0,1) to which peers and data are

hashed. In spite of constant node degree in this network, the routing complexity is only

O(logn).

An important part of any working peer-to-peer system is the solution of the bootstrapping

problem. Almost all systems presented so far assume that a peer which wishes to join the

overlay network already knows at least one peer that is in the network. Since it is a common

problem, a lot of solutions have been presented. Furthermore, the problem is somehow

independent of the overlay used, and so are the solutions.

When implementing a working content sharing system using peer-to-peer, one can chose

from among the following bootstrapping techniques. Gnutella used servers to bootstrap

the overlay. A client had to resolve the DNS of a server name to get its IP address. Servers

keep a list of addresses of the nodes in the overlay, while peers in the overlay send their

contact information periodically to the servers so as to keep the bootstrapping list up to

date.

The Domain Name System (DNS) is part of the standard Internet architecture, and can also

be used directly to store contact data (e. g., IP addresses) of participating nodes without

additional server architecture. For instance, such a solution was used in CAN.

As soon as a particular overlay protocol becomes very popular, a strategy of random ad-

dress probing can be utilized to join the network. A peer wishing to join simply tries to

connect to a random IP in the Internet. Provided a peer-to-peer client implementation
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uses well-known ports, it is possible to establish a connection with a peer which is already

in the network. Of course the probability of successful detection depends on the popular-

ity of the overlay. In [GG08], experiments on a brute-force random global scan for Gnutella

peers revealed that on average 2425 attempts before finding the first peer inside Gnutella

were required. The process can be accelerated by sophisticated algorithms for selecting a

random IP to be probed. Due to the limitations of the random probing Gnutella also uses

host caches for bootstrapping. Each peer maintains a list of nodes previously “seen” on the

Gnutella network (for instance during the previous sessions). Join requests are sent to those

peers as they may be still (or again) present in the overlay.

An interesting extension to the random probing mechanism allows using it also for less

popular overlay protocols. It is possible to use a popular DHT to store bootstrapping infor-

mation of a less popular network. For instance a list of nodes active in the target overlay

can be maintained in a popular network (like Gnutella). A joining peer will first have to join

Gnutella, then retrieve the list of currently active nodes, and bootstrap its connections in

the other peer-to-peer network [CKF04].

If an Internet access technology allows it, local flooding can be used to obtain contact data

of a bootstrapping node. In Local Area Networks (LAN) built upon Ethernet, it is possible

to sent broadcast packets which will be delivered to all computers using the same LAN.

This method is similar to random probing; however reaching all nodes in a local domain is

achieved with one “probing”.

4.3 Conclusion

In this chapter we presented important prerequisites to our novel peer-to-peer based traf-

fic information system. In particular, we have explained the working principle of a cellular,

infrastructure-based communication network on the example of UMTS and its advantages

over VANETs as far as the exchange of data between multiple users spread over a large area is

concerned. Subsequently the basic idea of peer-to-peer networks was presented, together

with a short review of related work dealing with the subject. A peer-to-peer overlay is built

upon existing infrastructure-based communication networks, and is therefore able to pre-

serve its positive properties. The use of peer-to-peer allows for an efficient implementation

of large systems to share digital content.
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Among the subjects discussed in a peer-to-peer community, range queries are probably

the closest to what is needed to implement a cooperative traffic information system in a

distributed manner. We show their inapplicability in Appendix B.

Using infrastructure-based communication naturally also yields the possibility of a cen-

tralized system, like the one discussed in [SSC+10], with all the well-known advantages and

drawbacks of such an approach. Compared to a peer-to-peer solution, a centralized sys-

tem poses different technical challenges which we described in [LRSM08]. We argue that

a distributed approach is preferable if it is able to deliver the same service in compara-

ble quality—not least because it avoids the effort in setting up and maintaining the central

components. There may also be a less technical reason why peer-to-peer sharing of coop-

eratively gathered traffic information is more appropriate than a server-based solution: the

latter implies that a single authority may determine who may use the data. Given that this

data are collected by the users themselves and given that access to this data is important

to the society as a whole, this does not seem to be appropriate. We believe that traffic data

should be freely accessible by anyone wishing to participate in a distributed traffic infor-

mation system.
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Chapter 5

A Peer-to-Peer Structure for Traffic Information
Systems

The idea of communicating cars has gained a lot of attention over the recent years. Traffic

Information Systems (TIS), the subject of this thesis, are a particularly popular representa-

tive of car-to-car applications. The main goal of these applications is to provide each car

with information on the current traffic situation along its planned route. A navigation sys-

tem may use this data to determine better routes adapted to the current dynamics of road

traffic or unexpected circumstances like accidents.

As we already explained, when such systems are realized using VANETs, they will necessar-

ily suffer from the inherent limitations of wireless ad-hoc networks, i. e., limited network

capacity and limited connectivity. It will also take a significant amount of time until the

necessary market penetration of VANET technology is achieved. In order to avoid these

limitations, here we consider an alternative way of realizing such a system. Instead of using

VANET technology, we will rely on infrastructure-based cellular communication, such as

for example UMTS.

Peer-to-peer overlay networks offer robust and efficient search and retrieval of data along

with redundant storage and massive scalability [LCP+05]. Therefore, a peer-to-peer overlay

over cellular networks constitutes a point in the design space that offers very interesting

opportunities: it exhibits the robustness and decentrality properties of a VANET-based sys-

tem, but it avoids the scalability and connectivity issues of VANETs.

In this chapter we first take a closer look at the application and discuss the proposed overlay

structure. To underpin our argumentation we shall start with a naive approach to using

generic DHT for storing traffic related data. Based on this example we will point out the

unique characteristics of the TIS application and customize the DHT to account for these

characteristics. We call our customized system PeerTIS. The evaluation of the proposed
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solution with regard to bandwidth usage, overall performance and scalability will conclude

the chapter.

5.1 The TIS application

5.1.1 Framework and use case

As already explained, a cooperative TIS is essentially a set of shared traffic-related informa-

tion, along with mechanisms to access, use, and update it. In our case the shared infor-

mation consists of travel times along road segments. We assume that all participants are

equipped with a GPS receiver, a digital map, and mobile Internet access. All this can be

provided by state-of-the-art cell phones, but other platforms are equally conceivable. The

digital maps are used as a basis for addressing road segments, so that each road segment

can be assigned a unique ID that is known to every participant. In the following, we thus use

“key” and “road segment” interchangeably. The combination of GPS and map data allows

each car to determine the ID of the road segment it is currently traveling on, and the IDs of

the road segments it intends to pass along its future route. An observation of the current

travel time consequently consists of a timestamp, a road segment ID, and the measured

travel time.

Usually, a car’s navigation system will fetch the relevant data at the beginning of the jour-

ney. This includes measurements describing the current situation along the possible routes

connecting the origin and the intended destination. A requesting peer is provided with a

record that describes the current traffic condition on the queried road segment. This record

is generated upon request by the peer that is responsible for the road segment, based on the

information that has previously been uploaded by other participants. It could, for instance,

characterize the average driving speed reported in the recent past.

5.1.2 Tackling a TIS with P2P techniques

At a first glance, the problem is amazingly simple: the data stored in the traffic information

system possess natural addressing identifiers: street segment IDs. Therefore, we can use

the segment IDs as keys and the available measurements on the segment as values. So, in

principle, we could use any of the plethora of existing DHTs, and simply apply it to TIS data.

However, we can do much better if we keep the specifics of the application in mind.
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It actually turns out that the implementation of a traffic information system using a peer-

to-peer overlay over cellular Internet access is far from straightforward in several regards.

First, mobile devices and cellular Internet access themselves pose challenges. Despite

the rapid development of infrastructure-based cellular networks, the offered service (in

terms of bandwidth and latency) is still inferior in comparison to, for instance, domestic

Internet access. Moreover, typical on-board devices are usually equipped with less stor-

age and weaker CPUs. In order to deal with the limited resources of the mobile stations,

the reduction of the communication burden in the overlay is necessarily a primary design

goal. So far, this goal is obviously common to most peer-to-peer overlays. However, here,

the considered application itself provides very interesting opportunities to achieve them—

opportunities that are not present in the context of distributed hash tables in general.

This is because, beyond the challenges of the technological platform, a quite unique fea-

ture of a TIS is the very specific usage pattern. As noted above, a navigation system will

typically fetch all the data relevant for the planned and alternative routes, and will refresh

the necessary information periodically. It will also contribute a measurement whenever a

road segment has been passed. First, we observe that the look-ups at the beginning and

upon refresh operations have a very bursty structure: in most cases, many road segments

will be looked up at once. Furthermore—and this is the key point—there is an inherent

structure in the accessed data elements: they are not random access operations to inde-

pendent keys, as they are typically assumed (implicitly or explicitly) when DHTs are de-

signed and analyzed. Instead, the usage pattern has interesting locality properties: Since

information about long, contiguous routes through the road network is required, a car will

issue requests about many segments that are geographically close together. Moreover, if a

car contributes its observations for a road segment, it will typically have requested infor-

mation about this road segment at an earlier time—it will usually only pass road segments

that lie on its planned route. We show in our work how these interrelations between the

user’s actions can be used to improve the performance of our system.

5.2 A P2P overlay for traffic information systems

In this section, we explain the details of our realization of a peer-to-peer overlay based traf-

fic information system, called PeerTIS. The main question to be answered in this context

is: what kind of overlay structure is able to provide efficient means for storing and retriev-

ing highly dynamic traffic information in a mobile environment, taking the previously dis-

cussed locality of requests and updates into account? As it turns out, the locality property
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shifts some trade-offs in a direction that is very different from what is commonly discussed

in the context of peer-to-peer overlays.

We will start this section with a naive approach: we simply use an existing, well-known

DHT, the Content Addressable Network (CAN) by Ratnasamy et al. [RFH+01]. We will then,

step by step, point out how it is possible to substantially improve on that, until, finally, we

will arrive at the full PeerTIS design.

5.2.1 Naive approach

The Content Addressable Network (which we have already mentioned in Chapter 4) was

one of the very first DHTs proposed. The keys stored in CAN are mapped to points in a

d-dimensional space by a pre-defined hash function. The key space is divided into zones,

one zone per peer, so that each point in the key space is assigned to one zone and therefore

also to a peer. Each peer is responsible for storing the information assigned to all keys that

fall into its zone. When a new peer joins, the zone of one existing peer is split in half, the

new peer takes over one half, including the corresponding (key,value)-pairs. When peers

leave, zones are merged and respective data are handed over. Further mechanisms exist to

react in case of peer failures and other adversarial events.

The communication overlay is formed by connecting the peers that share a common edge

between their zones in the key space. Each node maintains a small routing table containing

the IP addresses and ports of peers responsible for the neighboring zones. Store and look-

up operations can then be routed through the overlay by greedily forwarding them in the

“direction” of their destination in the key space: a peer that performs a look-up checks

in its routing table which neighbor offers the most progress in the key space towards the

hashed coordinates and passes the look-up message to that neighbor. This peer is either

responsible for the zone containing the sought-after key, or it forwards the request to one

of its neighbors offering further progress towards the destination in the key space. This

greedy forwarding continues until the message eventually reaches the peer responsible for

the zone containing the point. For a much more in-depth description of the CAN overlay,

we refer the reader to [RFH+01].

In a naive application of CAN to a cooperative traffic information system, one might pro-

ceed as follows. In order to access the data for route planning, a participating car will first

identify the IDs of the relevant road segments. It will then use the hash function to deter-

mine the position of these IDs in the key space, and locate the peers responsible for these
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Figure 5.1: Naive application of CAN to a TIS. Dashed arrows show how the road segments
are mapped into the structure. Bold solid arrows indicate the hops in the overlay
necessary, for the peer in the left top zone, to fetch the data.

segments—one after the other. Note that due to the hashing of the keys, the positions of

distinct road segment IDs in the ID space are entirely independent.

The process of accessing the data is depicted in Figure 5.1. This figure shows an exam-

ple road and a (two-dimensional) CAN key space, that is subdivided into 18 zones (corre-

sponding to 18 cars currently participating in the system). The dashed arrows show how

the segments of a single road are mapped into the structure. The long solid arrow indicates

that the car shown in the figure is responsible for the top-left zone in the CAN key space.

Note that this has nothing to do with the physical position of the car: the responsibility

zone is assigned randomly when the car joins the overlay (i. e., when the navigation device

is switched on), and may later be adjusted through splitting and merging as other peers

join and leave. It does not, however, relate to the position or movement of the car itself. By

doing so we can almost neglect the movement of the cars: in contrast to VANET-based com-

munication, UMTS-like communication is almost independent from the distance between

the communicating parties. If the car intends to look up the currently available informa-

tion about the three road segments ahead of it, it needs to generate three separate look-up

requests which will follow the CAN overlay paths as indicated by the solid black arrows.
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5.2.2 Improving the look-up performance

In many peer-to-peer applications (e. g., file sharing systems), queries are largely indepen-

dent from each other. As pointed out above, in a traffic information system, in contrast,

they are not independent. The key reason is the inherent structure of the stored data, re-

sulting from the road segment neighborhood relation in the road network. In the naive

approach outlined above, however, this structure is lost due to hashing. We therefore pro-

pose to keep the adjacent segments of the streets “close” to each other in the peer-to-peer

structure. In other words, we aim to preserve the structure of the street network within the

overlay network.

This aim can be achieved by leaving out hashing altogether. We may leave the general struc-

ture of the CAN overlay as it is, but instead of hashing road segment IDs to d-dimensional

coordinates in an artificial coordinate space, we use a two-dimensional space, and use the

geographical coordinates of each road segment in the real world as key coordinates. In such

a system, the peers are no longer responsible for zones in a virtual multi-dimensional key

space, but for geographical areas and the traffic measurements that fall within these ar-

eas.

By doing so, we may reasonably expect to reduce the total effort that is necessary when a

burst of look-ups for all road segments along one or more alternative routes occurs: the

requested road segments are contiguous in the road network, neighboring segments are

geographically close together. Consequently, if their location in the CAN space corresponds

to the position in the real world, they will be managed by peers that are close together in the

overlay structure. Therefore, much more efficient look-ups become possible. To retrieve

the information on a whole route, it is then sufficient to locate the peer responsible for

one particular segment of this route, and then to simply follow the route in the peer-to-

peer overlay. One single “multi-hop look-up”, forwarded along the requested route in the

overlay, can collect all the required data.

To underpin our design principle, we have analyzed the query behavior of a cooperative

traffic information system in a simulation of a full, real-city road network. For this pur-

pose we used a road traffic simulator called SUMO [KHRW02] to generate car movements

on a real street map of the German city of Düsseldorf, extracted from the OpenStreetMap

project [OSM]. A more detailed description of our simulation setup follows in Section 5.3.

We have analyzed the routes taken by the participating cars and found out that, on average,

the routes incorporated more than 70 segments. Thus it can be expected that a car will be

interested in more than 70 distinct, yet contiguous road segments, and presumably even
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Figure 5.2: Preservation of the road network structure in the PeerTIS overlay.

more while dynamic routing will generate requests for alternative routes as well. Corre-

lated, non-independent key look-ups for adjacent, consecutive road segments thus clearly

dominate the request traffic of the application.

The look-up messages in our modified overlay differ from the ones used by the original

CAN in an important aspect: they contain not just one single key to be looked up, but a

whole sequence of road segments for which information is requested. Because the peers

in CAN are connected to their direct neighbors, the process of “following” can take place

without further look-ups by simply handing the request over from peer to peer. Each peer

forwarding a request will simply provide the information it is responsible for, before passing

the request further on to the next peer. This is a substantial benefit over the situation in

the naive approach, where individual and independent look-ups were necessary to many

independent positions scattered throughout the overlay.

In Figure 5.2, we show what would happen in the same example as in Figure 5.1 above.

The desired information can now be easily accessed using one multi-hop look-up, causing

significantly less communication overhead in the network

We will demonstrate that the complexity of one individual road segment look-up has, in

fact, at most a marginal influence on the overall system performance: whether the em-

ployed peer-to-peer overlay can look-up the initial segment of a query in, for instance,
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O(
p

n) (like two-dimensional CAN) or O(logn) (like, e. g., Chord [SMLN+03]) steps barely

matters—but at the same time it is absolutely vital how well it can handle correlated queries

for larger groups of consecutive road segments.

5.2.3 Load distribution

The substitution of hash coordinates with geographical ones allows, as noted above, to save

significant effort when peers issue bursts of look-ups for consecutive groups of road seg-

ments. However, it comes at a costs of its own: in contrast to de facto random hash coor-

dinates, the geographical coordinates of road segments are not uniformly distributed over

the key space. This has implications for the load distribution and fairness in the overlay.

For instance, peers responsible for a zone in the city center, with many roads and lots of

traffic, will experience a higher load than peers that manage a rural area.

We propose to tackle this problem by adjusting the zone sizes. In the original CAN, a join-

ing peer would pick a random position and locate the peer currently responsible for this

position. This zone would then be split, with the new peer taking over one half of it. Be-

cause larger zones are more likely to be “hit” than smaller ones by a newly joining peer, this

results in relatively homogeneous zone sizes. This is acceptable when keys are uniformly

distributed over the key space. In our case, we must accept a less uniform key distribution,

because we want to preserve the locality relations between road segments in the overlay.

Therefore, we apply a modification that leads to smaller zone sizes in areas with more data.

Referring to the example above, the subdivision into zones should be much finer in the city

center than in the rural area. As a consequence, the workload imbalance is reduced. How-

ever, we still neglect the movement of the peers. Accounting for the changing position of a

peer would needlessly increase the maintenance overhead of the peer-to-peer structure.

A better load distribution can be achieved by taking into account the physical position of

cars at the time when they join the network. Instead of joining at a random position in the

key space, peers join in the area containing their own current location. This is easily possible

with PeerTIS because it natively supports geographical addressing, meaning that the zone

containing the geographical positions can be found with look-up messages as explained

earlier. Consequently, there will be more peers joining in areas with a higher density of

vehicles and data, and fewer in the “unpopular” ones.1

1It should be noted here that the original hash-based CAN, just like any other DHT, also suffers from un-
balanced load: the uniform distribution of keys does not necessary guarantee a uniform distribution of
workload, since some keys (so-called “hot spots”) are more popular than others.
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A very beneficial side-effect of these geographical joins (Geojoins) is a further improvement

in the look-up performance. In most cases, directly after joining the network, the new peer

will fetch all the data needed to make its routing decision. Since the planned route will

start at the current position of a car, and the new peer joined in the overlay at least near

to this position, the number of hops needed for the first look-up will be very small. As an

illustration, the reader can refer back to Figure 5.2, and imagine that the initial look-up is

made not from the top left zone but directly from the zone containing the first segment of

the queried route.

5.2.4 Exploiting temporal correlations

Besides the structural dependencies between the queries that we have used above to im-

prove the performance of bursts of look-ups for geographically connected road segments,

there are also temporal correlations between the users’ actions. In particular, subsequent

requests and updates by the same peer are very likely to refer to the same geographic area,

or even to the same road segments. When, while driving, the information on the planned

route is refreshed, a very similar set of road segments will be looked up. Furthermore, when

a car produces its own traffic measurements, this will typically happen for segments on its

route—i. e., for segments which it has requested previously.

This peculiarity opens interesting avenues for further improvements. We suggest that each

peer should maintain, apart from the standard routing table, a cache of contact data to

peers that are responsible for the road segments on its planned route. This cache can be

used to improve both the periodical update requests and the upload of measurements. It is

quite likely that the same peers will be responsible for the data. Using the information from

the cache, they can be contacted without any new look-up traffic.

Due to the limited resources of the mobile devices, it is highly desirable to avoid excessive

node state. However, the cached information comes at a very small cost: it is a side-effect

of the previous look-ups, and, apart from a few kilobytes of memory for storing the cache,

it does not require any additional effort for maintenance. Of course, lack of active mainte-

nance of the cached information means that it may be outdated when it is used later on.

But even if the cached information is not perfectly up to date, it may be helpful: even if the

peer previously responsible for a given segment has meanwhile accepted a join request and

handed over the data to a new peer, it will still be very “close” to the desired information.

It will therefore be able to pass the request on to the correct peer with very little effort.
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So, once again, we take advantage of preserving the inherent structure of the data in the

overlay.

If a cached entry happens to be completely invalid—for instance, when the peer has mean-

while left the network—there remains the option of conducting a regular look-up in the

overlay. As a result, in this case, nothing is lost.

5.3 Evaluation

In the previous section, we have shown how PeerTIS is an adaptation of CAN to the very

specific structure of traffic data. We will now evaluate this approach, using a prototype im-

plementation of the system in a simulation framework. This includes an estimation of the

bandwidth usage, as well as the expected latency and the quality of the provided informa-

tion.

5.3.1 Simulation setup

We implemented the proposed algorithms and protocols in the peer-to-peer simulator

OverSim [BHK07], which we coupled with a road traffic simulator called SUMO [KHRW02].

The latter was responsible for generating car movements on a real street map of the city of

Düsseldorf, extracted from the OpenStreetMap project [OSM]. There were up to about 5 000

simulated vehicles underway in this city. Our main motivation for using a fully-fledged road

traffic simulator like SUMO was to obtain realistic query and update patterns, which are

vital for testing the applicability of the modified overlay structure for real-world implemen-

tations.

Cars in SUMO were coupled with OverSim peers. In our simulations we assumed that only

about 20 % of cars participated in the system. Hence there were about 1 000 peers in the

overlay and more cars on the streets. When a participating car set off on its journey we

created a new peer; upon arrival at its destination the peer left the overlay. We usually

simulated 2 000 seconds of road traffic for each simulation run. During that time we en-

countered substantial churn: ca. 30 % of the peers left the network and were replaced by a

similar number of new ones.

The communication between the peers was realized in OverSim (via the underlying net-

work simulator OMNeT++ [OMN]). The two main interactions between peers were the pe-

riodic retrieval of information regarding current traffic conditions and publishing of the
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measurements. To increase the reality degree of the information retrieval we implemented

dynamic routing on peers. Upon creation the peers selected a = 3 possible alternative

routes to their destination with the help of modified Dijkstra’s Algorithm [CMM95]. Then

the description of the routes was requested from the system and the fastest one with re-

gard to the current traffic conditions was selected and the car set off. Each time a car had

traversed a road segment it contributed the measurement of its travel time along that seg-

ment. In order to keep in touch with the current traffic situation, peers performed periodic

reassessments of their routes once every three minutes. This was done by again calculating

possible alternatives, requesting the data and possibly adjusting the route. Chapter 7 will

be devoted to the particular subject of dynamic routing.

Each participant maintained a small storage with the measurements describing the street

segments in its responsibility. Upon joins or leaves the data were handed over as described

earlier.

At the beginning of the simulation, all initially present cars will join the overlay almost at

the same time. Such a situation will obviously not occur in the real world, where cars join

and leave continuously. We therefore removed the initial seconds of simulation time from

our evaluations, giving the system time to reach a stable state. A stable state does not mean

that the set of participating peers is constant, but rather that the overall number of peers

remains more or less the same: new peers join the network and others leave the network as

soon as they reach the planned destination. The overhead caused by these changes in the

structure of the overlay is of course included in the evaluation.

5.3.2 Feasibility

In the first part of the evaluation, we concentrate on the feasibility of the proposed sys-

tem in terms of bandwidth and latency demands. Figure 5.3 shows the average bandwidth

usage. For each simulation second, we sum up the sizes of all transmitted messages. We dif-

ferentiate between the maintenance overhead for the peer-to-peer structure (like periodic

keep alive messages) and the traffic caused by traffic information application (the insertion

of new data and queries). The figure shows the mean value from 3 independent simu-

lation runs, for all active users along with 95 % confidence intervals. The values are very

small (note that the y-axis is bytes/s, not kB/s). They easily fit the theoretical bounds of

the UMTS networks (384 kbit/s for upload). Older cellular systems, like EDGE or GSM/G-

PRS, would likewise be able to handle such traffic amounts. The values obtained in field

tests (see e. g., [WSA02, WCML07]) suggest that a throughput of ca. 40 kB/s between mobile
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Figure 5.3: Average peer bandwidth usage.

nodes is feasible with UMTS. We compare the naive application of the original CAN over-

lay as described in Section 5.2.1 to our modified overlay, PeerTIS. As expected due to the

reduced number of hops in look-up processing, PeerTIS causes a substantially lower band-

width consumption despite the fact that the overlay maintenance overhead is the same for

both overlays (the lines are indistinguishable on the plot).

To assess the scalability of the system, we tested it in simulations with increasing penetra-

tion ratios. As can be seen in Figure 5.4, the impact of varying penetration ratios on the

average bandwidth usage per peer is negligible. This is a result of the self-scalability of the

peer-to-peer system: on the one hand, each new peer increases the total load in the sys-

tem, but on the other hand it compensates for this by also contributing resources to the

system.

Although the average values of bandwidth usage are much smaller than the bandwidth of-

fered by typical mobile Internet access, it may still happen that the network is locally over-

loaded by many peers concentrated in one cell of the cellular network. Thus, we deter-

mined another set of values in order to look at the load per UMTS cell. However, an approx-

imation was employed since neither information on the positions of UMTS base stations

nor on the shapes of the respective cells were available to us. We divided the scenario into a

grid of square cells, sized 500×500 m each, and measured the total amount of traffic trans-

ferred in each cell during an interval of five seconds length in the middle of the simulation.

The snapshot of the network load is visualized as a heatmap in Figure 5.5, which shows the

load of each cell in the simulation area. The distribution of the load reflects the topology of
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the city we used for the simulation. Clearly the load caused in the city center is higher than

in the suburbs. The values obtained for the cells with the highest load added up to about

15 kB over five seconds, suggesting that the local network overload is not a problem. One

may expect an even better situation in the real world if the load is divided between multi-

ple service providers—our system does not assume at any point that all navigation systems

communicate using the same service provider.

We have also estimated the number of simultaneous connections in each cell in a given

time interval; the values of up to 90 connections can also be easily handled by cellular mo-

bile access networks. They can serve up to 200 users with constant bit rates of 20 kbit/s.

When the number of users is increased the bandwidth drops down (only about 10 kbit/s for

250 users) [WSA02]. These results show that even when the traffic information system ap-

plication cannot use the UMTS network exclusively but rather shares the bandwidth with

other applications, the induced load remains within safe values that can be handled by a

network.

As expected, the non-hashing peer-to-peer overlay is susceptible to an unbalanced load

distribution. Figure 5.6 shows the cumulative distribution of storage load on the peers.

After 1 800 seconds of simulation we generate a snapshot of the storage content maintained

by each peer in the network. The figure presents a number of segments (keys) for which

data are available. From the figure it becomes clear that 40 % of the participants do not

store any data. The countermeasure proposed in Section 5.2.3 (geographical joins) offers
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Figure 5.5: Per-cell network usage in 5 s time slots.

here a significant improvement. However, a hash-based DHT (original CAN in this case)

remains superior with respect to fair load distribution.

An unbalance can also be observed in the bandwidth usage of single peers. We identified

the busiest peers by adding the sizes of all packets sent and received over the whole time

span of a car’s participation in the network. The bandwidth usage history of this peer is pre-

sented in Figure 5.7. The busiest peer was in the unlucky position of receiving a sequence of

joins (splitting its area few times), causing significant peaks in its bandwidth usage history.

Recall that each such split (or merge) includes a hand-over of the data stored in the affected

zone. Although the values are higher than the average presented above—up to 2.5 kB/s—

they are still perfectly feasible with a GPRS or UMTS mobile Internet connection. Hence,

we may conclude that despite the imperfectly balanced load distribution, no peer has to

spend an excessive amount of resources.

5.3.3 Performance

The results presented above show that, from a technical point of view, the proposed system

is feasible. From a practical perspective, however, it is important to see if it can provide a

72



5.3 Evaluation

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  10  20  30  40  50  60  70  80  90  100

C
u
m

u
la

ti
v
e
 d

is
tr

ib
u
ti
o
n

Number of segments

CAN
PeerTIS

PeerTIS GeoJoins

Figure 5.6: Load distribution in the network.

 0

 500

 1000

 1500

 2000

 2500

 0  400  800  1200  1600  2000

B
a
n
d
w

id
th

 [
B

/s
]

Time [s]

Figure 5.7: Bandwidth usage history of the busiest peers.

73



Chapter 5 A Peer-to-Peer Structure for Traffic Information Systems

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  200  400  600  800  1000  1200  1400

C
u
m

u
la

ti
v
e
 d

is
tr

ib
u
ti
o
n

Total number of hops needed to query a complete route

PeerTIS
Chord

CAN

Figure 5.8: Total number of hops needed to query a complete route.

quality of service that matches the demands of the end users. In the context of this ques-

tion, we analyzed the average response time of the system. Since the responses for the

queries are exchanged directly between the peers, the most important factor influencing

the response time is the number of hops in the overlay. Figure 5.8 shows the cumulative

distribution function of the hop counts. The advantages of preserving the structure of the

data stored can be seen clearly. Our system by far outperforms typical DHTs like CAN or

Chord, despite the O(logn) look-up complexity for random keys offered by the latter over-

lay.

The number of hops in the overlay can easily be translated into latency times by multiply-

ing the number of hops by the measured real UMTS latency. In real world experiments,

a latency of about 450 ms has been measured for two mobile nodes using an UMTS net-

work [WCML07] (with no HSDPA or HSUPA).

The look-up can be further speed up by caching the results of previous look-ups. In order to

assess the influence of such caching we examined the number of hops which are needed to

reach the first segment of the query. The results are depicted in Figure 5.9. It turns out that

the proposed adjustments of the peer-to-peer structure result in a situation where almost

70 % of all queries need only one hop (they are sent directly) to reach the peer responsi-

ble for the first segments of the look-up. Both mechanisms proposed for achieving shorter

look-up paths in the overlay—preserving the structure of the road network and caching

contact data to responsible peers—can play very well together. It is worth noting that

caching contact data can also be used in the unmodified CAN or Chord overlay, assuming
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the presence of correlations between subsequent user actions. Nevertheless, caching only

shows its full potential in combination with the non-hashed, structure-preserving PeerTIS

overlay.

5.4 Conclusion

In this chapter we presented PeerTIS, a dynamic, cooperative traffic information system

using an Internet-based peer-to-peer overlay. Existing mobile Internet access technology

is used as its foundation. This is combined with a peer-to-peer overlay tailored to the spe-

cific properties of the application: spatial and temporal correlations between users’ actions,

structural dependencies among the data that are stored in the system, and awareness of the

current user position.

We have performed simulations on the basis of a prototype implementation. The results

underline the feasibility of such a system. They also show that a large reduction of required

bandwidth at the peers and an even more significant reduction of the necessary number of

hops per look-up can be achieved by tailoring the overlay structure to the specific proper-

ties of the application.
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Chapter 6

Graph-based Peer-to-Peer Structure

The evaluations from the previous chapter show that substituting hashed IDs with geo-

graphical coordinates in a generic DHT CAN yields considerable performance improve-

ments as far as the retrieval and storage of traffic information are considered. There are,

however, some blemishes on this facade. The reason why classical peer-to-peer algorithms

(like CAN or Chord) use hashing for data placement is that it distributes the data evenly

over the key space. In contrast to the de facto random hash coordinates, the geographi-

cal coordinates of road segments are not uniformly distributed over the key space. As we

have shown it has some negative ramifications for the load distribution and fairness in the

overlay. A proposed modification in the form of Geojoins bring some improvement but as

we show it has some limitations. Therefore in this chapter we now consider an alternative

means to distribute the data to the peers which deviates from classical DHT designs as far

as the data placement algorithms are considered.

6.1 A street graph-based approach

In the previous chapter we discussed the use of an adjusted DHT for storing traffic related

data in an efficient fashion. The solution has however a significant drawback in that leaving

out hashing caused an unfair load distribution. For instance, peers that are responsible for

a zone in a city center, with many roads and a lot of traffic, might experience a much higher

load than peers that manage a rural area of the same size. In the extreme case, a peer will

be responsible for a zone without any roads (located, for instance, in a park, an agricultural

area, etc.).

Although Geojoins allow mitigating the problem, they have limitations. Let us look at an

example of a sequence of joins in one region of a PeerTIS overlay, as depicted in Figure 6.1.
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Figure 6.1: Sequence of joins in one region of overlay in PeerTIS.

Peer P1 responsible for a zone with a street accepts 3 subsequent joins. Notice that not

every join reduces the load of the original peer: some of them produce empty zones in the

structure, that is zones that will never contain any data. Geojoins can amplify this unpleas-

ant effect of the emergence of empty zones. Apart from an unfair workload distribution,

such empty zones may even worsen look-up performance, as queries routed through them

must pass the respective peers and thus experience increased latency.

Unfair load distribution undermines the whole principle of peers cooperating in the peer-

to-peer structure with all participants having equal rights and obligations. Clearly, the way

the key space (and consequently the data) is distributed between the peers does not yet fit

the specific requirements of a traffic information system very well.

We now consider an alternative means of distributing data to the peers which deviates from

classical DHT designs. A central characteristic of our application is that the full key space

and its structure are known to all the peers: each peer has a local copy of the street map, and

thus knows all the road segments, their IDs, and how they are connected to each other. The

road network graph thus provides a clear structure for the key space and characterizes the

interdependencies between the keys. This type of detailed knowledge about existing keys

and their interrelation does not necessarily exist in other peer-to-peer applications. We will

make use of this property to design an entirely different and innovative way of distributing

data to peers. We call this system GraphTIS.

The GraphTIS design builds directly upon the road network graph. We depart from the

concept of using geographic coordinates. Instead, we partition the road network graph

into disjoint subgraphs, and assign each overlay node to one of these subgraphs. The peers

are interlinked to form an overlay. Partitioning the road network graph instead of the geo-

graphic coordinate space gives us a lot of flexibility. In particular, there will be no empty or

“near-empty” zones because each peer is assigned a subgraph of approximately equal size,

and thus potentially all participants store some data. Areas without streets will simply not

be present in the street graph.
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Figure 6.2: Distribution of the query sizes in PeerTIS.

To achieve that we have to employ graph partitioning algorithms which are able to dissect

the graph into a number of (almost) equally-sized disjoint subgraphs. Our aim, of course,

is still to minimize the effort involved in looking up a group of road segments. Whenever

a query crosses a boundary between two peers, it must be transmitted over the network,

causing network traffic and increasing the query latency. Thus, the partitions should be

formed and interlinked in such a way that typical queries “touch” as few partitions (and

hence as few peers) as possible, i. e., the partitions should be chosen in a way that mini-

mizes the number of cut graph edges.

6.2 Distributing a structured key space

As already explained, a traffic information system differs in some significant aspects from

most of the “classical” peer-to-peer applications such as file sharing systems. In particular,

this holds for the very specific request pattern of a traffic information system. Each individ-

ual overlay node accesses information about a limited, contiguous part of the road network

between the respective car’s current position and the destination. This characterizes the

subset of the key space a given overlay node is interested in, and thus the interrelation be-

tween the queried keys.

We have carried out a simple experiment to illustrate the expected behavior of an applica-

tion query. Within the same simulation setup as described in Section 5.3.1, we analyzed
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the queries of the participating cars in the simulation with PeerTIS. Figure 6.2 depicts the

cumulative distribution of route lengths queried for. Recall that cars used dynamic naviga-

tion and requested information about a = 3 alternative routes to the planned destination.

From the distribution it can be expected that an average query can comprise more than 100

segments. The cars will be generally interested in multiple, yet contiguous road segments.

Thus correlated, non-independent key look-ups for adjacent, consecutive road segments

clearly dominate the request traffic. Reducing the effort in answering groups of related re-

quests is therefore vital. In fact, if the aim is an overall reduction of overhead and an overall

performance improvement, optimizing non-independent, related follow-up requests is ev-

idently much more important than efficiently handling requests for single, independent

keys. We have already seen in the preceding chapter that with a standard DHT, individual

look-ups may be efficient—but all keys in a sequence of related look-ups would have to be

handled separately, and their targets would be spread all over the overlay. Consequently, a

considerable number of peers would need to be contacted. In this chapter we follow an al-

ternative design aiming at an overlay structure that allows performing sequences of related

queries more efficiently. Basically we pursue the same goal as in the case of PeerTIS but we

use more sophisticated methods to achieve it and hopefully avoid the drawbacks.

Here we primarily focus on the question how we should partition the key space between the

participating peers, and how these peers should be interconnected. Our aim is simple: we

want to be able to answer typical requests of the application with as little effort as possible,

and at the same time achieve a reasonable load balancing between the peers.

We will stick to the “classical” design of assigning each key to exactly one peer, as is the basis

for the majority of DHTs. Extensions such as redundant assignments to improve aspects

like resilience or per-hop latencies [BCM04, RFH+01] have often been discussed and could

be integrated in our design, too.

6.2.1 Key neighbor graphs

Two observations constitute the starting point for our considerations. First, we note that

the key space in our application is comparatively small. Instead of a large key space (e. g.,

in a file sharing system the set contains all possible MD5 file hashes and thus 2128 distinct

keys), the number of keys in our example application equals the number of segments in the

road network (about 17 000 in our simulation map). Second, we observe that the key space

is very clearly structured; the road network graph provides this structure and characterizes

the interdependencies between keys.
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(a) Example road network. (b) Corresponding key neighbor graph.

Figure 6.3: A fragment of a street map and the corresponding key neighbor graph.

We call two keys “neighboring keys” if they are related in the sense that they are likely to be

requested together. Consequently, we can describe the relationships between keys by a key

neighbor graph. The nodes of this graph are the keys. There is an edge between two keys if

these keys are neighbors.

Both sets—keys and edges—are known in advance, and we may expect that each peer has

them readily available. In the traffic information system application this means that we

expect every navigation device to know the street map. Two road segments are neighbors

(and are thus connected by an edge in the key neighbor graph) if it is possible to directly

drive from one of the road segments to the other one. Note that at a very first glance this is

in fact a bit counterintuitive, because the road segments are intuitively considered the edges

in the road network graph, yet they are the nodes in the key neighbor graph. Intersections

(the natural nodes in the road network), in turn, induce edges in the key neighbor graph

between all pairs of segments that “meet” at the intersection. This relationship is visualized

in Figure 6.3, where Figure 6.3(a) shows a small example road network with a total of 12

segments, and Figure 6.3(b) shows the corresponding key neighbor graph. For instance,

segment 8 is connected to segments 1, 5, 11, and 12, so it has edges with these segments in

the key neighbor graph.

6.2.2 Partitioning the key neighbor graph

At its core, our overlay design builds directly upon the key neighbor graph. The main con-

cept is to partition the key neighbor graph and to dynamically assign each overlay node to

a subgraph. The peers maintain overlay links to the peers which are responsible for neigh-

boring subgraphs, i. e., to those peers that are responsible for a partition that is connected

to the peer’s subgraph by at least one edge in the key neighbor graph. Queries for connected
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sets of keys can then “follow” the structure of the key neighbor graph through the overlay. It

thus becomes clear that the partitions should be formed in such a way that typical queries

“touch” as few partitions (and hence as few peers) as possible.

Therefore, our guideline for partitioning the key neighbor graph between peers should be

to keep keys which are often requested together. Consequently, this decision boils down to

a graph partitioning problem: dissecting the key neighbor graph into a number of (almost)

equally-sized disjoint subgraphs, while cutting as few edges as possible.

In a first attempt, we can indeed stick to this concept and try to minimize the number of

edges cut by partitioning the key neighbor graph. Considering our traffic information sys-

tem application again, we find that it might be worth differentiating further, though: a car

on a highway, for example, is typically much more likely to continue traveling on the high-

way than to take the next highway exit. We can therefore assign edge weights to the edges

in the key neighbor graph which reflect how “likely” it is that a queried route actually takes

this link. In this case, we aim to partition the graph in a way such that the total weight of

cut edges is small.

In our implementation and evaluation, we either use constant edge costs (and thus min-

imize the number of cut edges) or we assign costs based on traffic densities or road pri-

orities. The latter values are available from the map file used in the simulation. Street

segments of OpenStreetMap maps converted to SUMO format posses a set of tags, among

them also a field priority, describing the “importance” of a road. The values span the range

form 2 for small roads in suburbs up to 20 for highways. An excerpt from the map used in

the simulation in presented in listing 6.1.

Listing 6.1: Excerpt from the map file.

/ / . . . / /

<edge id="−10426954" from="89155329" to="89155587"

p r i o r i t y ="4" type="highway . r e s i d e n t i a l " function="normal">

<lanes>

<lane id="−10426954_0" depart="1" maxspeed=" 13.89 "

length=" 1.07 " shape=" 2904.43 ,5557.95 2904.55 ,5556.89 " />

</ lanes>

</edge>

/ / . . . / /

We have also used a more sophisticated method of setting graph weights based on traffic

densities: how many vehicles do typically traverse the respective sequence of road seg-
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ments? The drawback of this approach is that it requires information on the utilization of

the road network. Such statistical information on the road network usage could be obtained

from the real-world observations that many road authorities perform for the purpose of

traffic optimization. For our evaluations, we obtain them by observing the vehicular traffic

patterns in a dry run of the simulation.

Given the key neighbor graph G = (V ,E) with n vertices V , edges E , and weights wi , j > 0

for (i , j ) ∈ E , the general graph partitioning problem is to divide the original graph into k

(approximately) equally sized subsets V1, . . . ,Vk such that:

1. ∀1 ≤ p ≤ k : |Vp | ' n/k,

2. ∀1 ≤ p, q ≤ k : p =/ q ⇒Vp ∩Vq = 0/,

3.
⋃

p=1,...,k Vp =V ,

and the total edge cut

T := ∑
(i , j )∈E ,i∈Vp , j∈Vq ,p=/ q

wi , j

is minimal. In our protocol, we will only need the case k = 2, i. e., bisectioning into two

partitions.

It is known that optimal partitioning is NP-hard [BJ92]. This holds true even if all edge

weights are equal, if k is small (even if only a bisection of the graph is sought), and if the

maximum vertex degree is limited [BJ92]. However, we can build upon a number of heuris-

tics which have been proposed for finding good graph partitions.

6.2.3 Graph partitioning algorithms

It is not immediately evident which graph partitioning heuristics are well suited to the prob-

lem at hand. Existing techniques include spectral methods based on eigenvectors of the

graph’s Laplacian matrix [HL95], geometric partitioning techniques [GMT95], and graph

growing methods [KK98]. The optimal choice will certainly depend on the properties of a

specific key neighbor graph. In the following we concentrate on two algorithms: the first

one—a combination of graph growing with a refinement algorithm devised by Kernighan

and Lin [KL70]—is algorithmically relatively simple, very generic, and nevertheless yields

good results. The second one—a geometry-based scheme—is particularly interesting for

our example application because it can make use of even more of its specificities. In the

following, we outline the basic ideas; for more details we refer the reader to the respective

publications.
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Figure 6.4: Map of Düsseldorf partitioned with KL-GM algorithm.

The combination of graph growing and the Kernighan-Lin algorithm [KK98, KL70] starts in

a surprisingly simple and straightforward way: a region around a randomly chosen start

vertex is greedily “grown” in a breadth-first fashion, until half of the vertices have been in-

cluded. Subsequently this initial bisection into subsets A and B is iteratively refined by

exchanging vertices between partitions A and B in a specific way. First, so-called D values

are calculated for all nodes x:

Dx := ∑
b∈B

wb,x −
∑

a∈A
wa,x ,

where wx,y is the edge cost between x and y . Then, out of all pairs (a1,b1) where a1 ∈ A and

b1 ∈ B , the algorithm identifies the pair where

g1 := Da1 +Db1 −2wa1,b1

is maximal. This value corresponds to the largest possible edge cut gain resulting from

exchanging vertices a1 and b1 between the partitions. In the next step, the pair (a1,b1) is

put aside and the D values are re-calculated for the remaining nodes in A \{a1} and B \{b1},

leading to a second pair (a2,b2) with gain:

g2 := Da2 +Db2 −2wa2,b2 .

The process continues until all nodes are exhausted, resulting in pairs

(a1,b1), (a2,b2), . . . , (an ,bn) and corresponding gains g1, g2, . . . , gn . Quite obviously,

the sum of all gains is zero (it is equivalent to exchanging all vertices between the original

partitions A and B). Then, the value k is identified which maximizes the partial sum of

gains Gk := g1 + . . .+ gk . The sets {a1, a2, . . . , ak } and {b1,b2, . . . ,bk } are exchanged between

the partitions. If no k with Gk > 0 exists, a (local) optimum has been reached.
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Geometric partitioning [GMT95] is interesting for the specific case of our example appli-

cation because in contrast to other algorithms it can make use of position information, in

our case the geographical positions of the road segments. This position information can

thereby provide a “hint” on how to partition the graph.1 The algorithm first projects all

Rd vertices onto the unit sphere centered at the origin in Rd+1, along the line connecting

the point and the sphere’s “north pole” (0, . . . ,0,1). Subsequently, a geometric centerpoint

is identified and a specific series of geometric projections is applied. If the resulting set

of points is subsequently cut by a random great circle of the Rd+1 sphere, this separates

the graph vertices into two disjoint, equally sized partitions. While there is no guarantee

that the resulting edge cut is minimal, our experience shows that the results are good, es-

pecially if the last part of the algorithm is repeated for multiple great circles, keeping the

best found solution. It is also possible to improve the edge cut of the obtained partitions

by subsequently refining them with the Kernighan-Lin algorithm, as described above. The

application of the geometric partitioning refined with Kernighan-Lin on a real map of Düs-

seldorf is depicted in Figure 6.4.

6.3 Protocol

In the previous section we have introduced the concept of a key neighbor graph and the

idea of distributing the keys in a way that naturally supports non-independent queries by

following the links in this graph. To this end, we have suggested partitioning the graph and

distributing subgraphs to the peers. In this section, we will now fill in more details on how

a protocol for our specific example application may look like. In particular, we discuss how

look-ups are performed; we also outline how to build and maintain the overlay structure.

6.3.1 Assumptions and overview

As discussed above, the street map can be converted into the corresponding key neighbor

graph. By iteratively bisecting this graph with one of the partitioning algorithms discussed

in the previous section, we obtain a hierarchical structure of subgraphs which we call par-

titioning tree (see Figure 6.5). The top level of this hierarchy (the root of the tree) encom-

passes the full graph. It is assigned the empty bit string as a label. This graph is then split

into two partitions; the resulting two subgraphs are labeled “1” and “0”. Each of those is

1In a strict sense, this works for overlap graphs; while road networks are not guaranteed to be overlap graphs,
they are sufficiently “close” to yield good results.
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Figure 6.5: Partitioning tree of a graph.

recursively bi-partitioned further into subgraphs “11”, “10”, “01”, and “00”, and so on, until

each partition consists of only one node.

This is done only once in advance, before the system is running: the hierarchical partition-

ing and labeling is constant for a given map, so it may be pre-calculated and stored along

with the street map data.2 The labels of the partitions in the tree uniquely identify one spe-

cific partition of the original graph, on a hierarchy level that corresponds to the length of

the label. At run-time each peer will maintain all key-value mappings for the subgraph rep-

resented by one node in the partitioning tree. Knowing the label of this subgraph is thus

sufficient to fully characterize the set of keys a peer is responsible for.

Furthermore, note that the label for a leaf partition uniquely identifies the one single key

that falls into this leaf partition. It can thus be re-used to identify the respective key, as it is

already indicated in Figure 6.5. That is, for the traffic information system the leaf partition

ID can be used as the globally known road segment ID.

This assignment of IDs has the benefit that it implicitly encodes the hierarchical partition-

ing of the key neighbor graph so that the partition structure does not need to be stored

separately: two road segments are within the same partition after n hierarchical splits if

2If the map changes over time, a mechanism would need to be added for sharing map updates re-partitioning
the graph accordingly.
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and only if the first n bits of their IDs are equal. Similarly, a key k is part of a partition p of

the key neighbor graph (and thus managed by a given peer) if p’s label in the partitioning

tree is a prefix of k’s ID.

Each peer will stay in contact with the peers responsible for neighboring subgraphs of the

key neighbor graph to form the overlay. A neighboring subgraph is a partition that is con-

nected to the peer’s subgraph by at least one edge in the key neighbor graph. A peer main-

taining a neighboring subgraph is called a neighbor peer. Thus in our example, the peer

responsible for the subgraph “01” will be connected with the peers “00”, “10” and “11”. It

could, however, happen that the subgraph “1” is not yet divided; thus only connection to

the peer responsible for the larger part “1” (instead of “10” and “11”) would have to be es-

tablished.

Initially, the overlay structure will consist of only one peer which is responsible for the

whole graph. As soon as another peer joins the overlay, the responsibility of the original

peer will move down one level in the partitioning tree: it keeps the subgraph labeled “0”

and hands over the sibling subgraph “1” to the newly arriving node. Note that there is no

hierarchy in the peer structure: once a subgraph has been split, there will be no more peers

responsible for the parent node in the partitioning tree.

The overlay structure described here assumes that the key neighbor graph is sufficiently

well-connected, and yet can be split into subgraphs without introducing too many links

between partitions. This obviously depends on the properties of the key neighbor graph

and thus on the specific application. Road networks—the basis for the key neighbor graphs

in the application considered here—are “almost” planar graphs (only tunnels or bridges

can locally disrupt a road network’s planarity). As the promising evaluation results in Sec-

tion 6.4 will show, this suits the proposed strategy very well.

6.3.2 Locating a single, arbitrary key

Given the overlay structure outlined above, and given an arbitrary key, we now show how

the peer can be located that is responsible for maintaining the data associated with this

key. Before going into detail, let us summarize what information is available locally to each

peer:

1. Each peer maintains one single subgraph of the key neighbor graph (and the corre-

sponding data).
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2. It keeps direct network connections to its neighbors, i. e., to those peers whose par-

titions of the key neighbor graph are connected to its own subgraph by at least one

edge.

3. It knows the labels of the subgraphs (and thus the sets of road segments) maintained

by its neighbors.

Given this information, a peer that queries a given key first looks at the key neighbor

graph—that is, at the street map. It locates the graph node representing the sought-after

key. Then, it uses a shortest path algorithm3 to find the shortest path from that node to any

node that is part of any of its neighbors’ subgraphs. This identifies the neighbor which min-

imizes the remaining distance (in terms of the road network) to the destination key. This

neighbor is selected as the next hop for the query. The look-up message transmitted to that

neighbor includes the sought-after key and the address of the node initiating the query. The

same process is then repeated by each peer receiving the query, until the destination key

is reached. The responsible peer can answer the query directly since contact data of the

originator are included in the packet.

This procedure ensures that—out of all the neighbors—always the one which is closest to

the target key is selected for forwarding. Evidently, for a connected road network, as long

as the responsible peer has not been reached, there must always be at least one neighbor

that is closer to the destination.

Intuitively, a query “travels the road network” towards its destination. Note that this indeed

suits the partitioning strategy used in the design of the overlay: in Section 6.2.2 we argued

that the key neighbor graph is partitioned such that driving routes through the road net-

work cross only a few partition borders. This directly translates to look-up routes along the

key neighbor graph crossing a few partition borders—and thus to a low number of overlay

hops.

It would be entirely feasible to calculate the shortest path route only once at the original

sender of the query and transmit it along with the query. Recalculating the route at each

hop, however, allows to account for local knowledge regarding the overlay topology which

is not available at the originator. Despite a high number of simulated peers, we never en-

countered problems regarding the computational effort for the recalculations.

There is a little twist in the routing of messages when inhomogeneous edge weights are set

in key neighbor graph. Shortest paths algorithms try to find the path to the destination with

3One might use a generic one like Dijkstra’s Algorithm or, in our example application, an algorithm tailored to
the specific properties of road networks.
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minimal costs, that is the sum of weights of all segments of such a path is minimal among all

possible paths between the start and destination. When we set the edge costs according to

the priority of the street or density of the cars gained via dry run of the simulation, the routes

preferably kept unpartitioned will have high costs. Hence in such cases we set separate

edge costs for partitioning and routing: for routing we used the inverse of the partitioning

weights.

6.3.3 Requesting a set of correlated keys

Finding the data for a random key is an important function of the overlay; however, as ar-

gued before, the efficient processing of queries for sets of consecutive keys is much more

important since it clearly dominates the request pattern. The specific strength of our over-

lay lies in the handling of such queries.

In order to obtain information on a set of consecutive keys, the query originator first needs

to locate a peer responsible for one of the keys. This peer—it may be the one responsi-

ble for the starting point of a queried route—can be found as described in the preceding

subsection.

The list of all searched segments is included in the query that is sent to this first node. Be-

cause related segments, which are often requested together, are preferably kept within one

partition during partitioning, the first node will often be able to provide information on

more than one segment which is then sent back to the originator. The remaining request—

with the segment IDs which it cannot answer itself—is forwarded to the respective neigh-

bors. These answer their “share” of the request and then proceed analogously until all the

requested information has been completely retrieved. Thus the query, in a sense, follows

the queried route through the overlay.

As consecutive road segments correspond to neighbors in the key neighbor graph, they

are either handled by the same peer or by peers between which a direct connection exists.

Each hop in the overlay will thus allow obtaining information on at least one queried key,

and typically more than one. We will investigate this particular fact in our evaluation.

6.3.4 Improving the look-up complexity

The main focus of our work described so far was on the efficient handling of structured

queries for correlated segments. The query processing, however, comprised two phases:

first the query has to reach the peer responsible for the initial segment of the planned route.
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Figure 6.6: Additional edge in a lattice.

Then the query follows the route in the overlay. While we believe that our design is very

good at handling the second part, finding the initial segment is not yet done in an optimal

fashion. Assuming that the road network is an (almost) planar graph, we may expect O(
p

n)

hops in the overlay before we can enter the second phase, while it is known that other DHTs

are able to find a given key in O(log (n)) hops (e. g., Chord [SMLN+03], Viceroy [MNR02]

or Koorde [KK03]). We now discuss a generic mechanism to improve this initial look-up

performance without impeding the second look-up phase.

We looked at the work of Kleinberg [Kle00] as an inspiration. He studied the problem of

routing messages on a regular lattice of nodes as depicted in Figure 6.6. His main contri-

bution was a local, greedy routing algorithm with a good expected delivery time. Briefly

summarized, he started out by connecting each node to its four direct neighbors in the lat-

tice (depicted as solid arrows). For each node, a single, additional “long range link” to a

randomly selected other node v was added (depicted as a dashed arrow). The probability

that a given node v is chosen as the target of the additional link is proportional to [d(u, v)]−2

where d(u, v) is the distance between u and v measured with Manhattan distance metric.

All distances have to be calculated in order to derive the normalization factor Nu of the

probability distribution:

Nu =∑
v

1

d(u, v)2

The probability distribution function is called inverse r th-power distribution.

The rationale behind this approach is that a message sent in a greedy fashion across the lat-

tice will (with some probability) visit a node with a long-range connection pointing toward

the destination of the message. When this happens its path will be shortened significantly.

It has been shown that adding a single long-range connection to each node in the lattice

yields the expected delivery time of O(log2(n)) hops. Interestingly, the proposed decen-

tralized algorithm works with a very limited knowledge of the structure of the links in the
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lattice. In particular, the exact locations of the long-range connections of all nodes do not

have to be known. In each step only local information is needed about direct connections

and the local long-range link.

In order to apply this idea for GraphTIS we had to solve the problem that in GraphTIS there

exists no global view on the structure of the overlay network: peers do not know all the other

peers in the network and they do not know how the key space is distributed amongst them.

In order to select a target for its long-range link a peer thus needs a way to identify potential

targets of additional links, as well as a method to derive the probability distribution used

to randomly choose one out of those potential targets. We solve these problems as follows.

In each peer, we first determine the center vertex of the part of the key graph managed by

it. Then we calculate the distances, i. e., the number of edges that need to be crossed, from

that center to all the other vertexes in the key neighbor graph. Assuming a uniform peer

distribution of peers in the overlay, this is a good approximation.

This is then used as the distance metric to randomly select one target vertex for a long

range link. Probabilities are assigned as in Kleinberg’s approach based on the distances to

the center vertex. The vertex selected in this fashion will be managed by one peer. This

peer can be found by a look-up operation in the overlay and it will become the destination

of the long range link. Since joins and leaves of the peers have rendered some long range

links obsolete, the process described has to be conducted periodically.

We also looked at an alternative way of improving the overlay structure. This idea was born

from the observation that in GraphTIS messages traveling along the graph edges suffer from

insufficiencies of the street network: to get from one “end” of the overlay to the other they

are limited by the connectivity present in the street network graph. We therefore investi-

gated the idea of “optimizing” the street network graph by randomly adding some “virtual”

connections between intersections. These additional connections are added to the street

map data known by all the peers. For the purpose of overlay management, graph parti-

tioning, and routing in the overlay, they are used like any “real” connection in the street

network. The only difference from real roads is that these virtual connections cannot, of

course, be used in driving routes for cars.

Adding such additional random links was inspired by the works of Watts and Stro-

gatz [WS98], who showed that adding just a few random connections in a regular graph

can result in so-called “small-world” properties. Our implementation of this idea is quite

simple: the original graph was extended by some random edges before the partitioning

took place. Everything else with regard to overlay protocol remained as described above.
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As already explained, the traffic information system application not only accesses groups of

consecutive keys at once but also often accesses the same keys twice or more frequently at

different points in time: first during the route planning phase and later again when a road

segment is traversed and the observations are uploaded into the distributed data structure.

We can use this pattern to improve the performance of repeated look-ups. GraphTIS allows

using exactly the same look-up caching as described for PeerTIS in Section 5.2.4.

After the first retrieval of the data for a given key, the address of the responsible peer is

known from the response packet. We may thus cache this peer contact information. If the

same key or a key close to that key is requested again later on, the respective peer can be

contacted directly. In the optimal case, this peer is still on-line and is still responsible for the

key so it can answer the request right away. In a less optimal case, the peer is still part of the

overlay but is no longer responsible for the key, for instance because in the meantime it has

accepted a join request and its subgraph has been split. In this case, though, the contacted

peer will typically still be “close” to the queried key in the overlay and may therefore help

to find the responsible peer more quickly. In the worst case, the cached peer cannot be

contacted any more and the query originator has to fall back to normal query processing

(as presented above) after a time-out.

Note that the potentially significant speed-up and network traffic reduction due to success-

ful peer contact caching comes at a very small cost: peers can collect any number of cached

IPs as a side effect of their normal look-ups at minimal storage overhead. In contrast to the

Kleinberg connections case, there is no need to stay in contact with cached peers as their

presence is not necessary for the structural integrity of the overlay. The only possible per-

formance penalty results from waiting for the (adjustable) timeout in the case of a cached

peer that can no longer be reached. It is perfectly tolerable for the application if such a delay

sometimes occurs before an observation on a road segment is uploaded to the overlay.

6.3.5 Overlay maintenance: join, leave, and recovery

As indicated above, we stay close to known concepts when it comes to maintaining the

overlay. In particular, we adapt the respective mechanisms from the CAN overlay [RFH+01]

for join, leave, and recovery from node failures. They are well understood and, though orig-

inally designed for a hierarchical subdivision of a Cartesian space, they can quite easily be

adapted to a hierarchically bi-partitioned key neighbor graph. We only outline the mecha-

nisms here, because the details are equivalent to what has been discussed for PeerTIS.
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In order to join the overlay, a new peer obtains the address of at least one active peer by an

arbitrary bootstrapping mechanism. It then sends a join request to this peer. The request

is forwarded towards a random position in the overlay (that is, to a randomly chosen road

segment). The peer currently responsible for that segment splits its subgraph according to

the hierarchical bisecting algorithm and hands over one half to the new peer, along with the

stored data for the respective keys and with information on the relevant neighbor peers,

to which the newly arriving node can then set up overlay connections. To improve the

load distribution we employ a mechanism analogous to CAN’s volume balancing [RFH+01].

Upon reception of a join request, a peer may check if it knows a peer that is responsible for a

larger subgraph. In this case, the query is greedily forwarded to peers with larger and larger

subgraphs until it reaches a (local) optimum, where a split finally takes place.

Also Geojoins can be used in GraphTIS as proposed in Section 5.2.3. Instead of joining

at a random position in the key space, peers may join the key space of the overlay in an

area close to their own current geographical location. This results in an improved initial

look-up performance because the planned route will start at the current position of the

car and the new peer has joined the overlay close to this position. In GraphTIS there is no

danger of creating empty zones in the overlay. Potentially each zone can store some data.

The main reason to use Geojoins in GraphTIS would be to improve load distribution by

reducing “hot spots” but also to speed up the look-up. When using Geojoins areas with

high traffic density will be automatically partitioned in smaller subgraphs (reducing the

load of individual peers). Directly after joining the network, the new peer will typically

fetch all the data needed to make its routing decision. Since the distance between a peer

issuing a request and the peer able to answer its first part depends on their distance in the

key space, we introduced the concept of geographical joins to minimize this distance and

thus accelerate the look-up.

Leaving peers and recoveries from peer failures can be handled directly if there is a “sib-

ling node” that is responsible for the full subgraph with an ID prefix that differs only in the

last bit from the leaving peer’s responsibility zone label. In that case, the subgraphs can

easily be merged, handing over the responsibility to the remaining sibling. If there is no

sibling node (that is, if the respective neighbor subgraph has been further partitioned), a

leave request is sent towards the smallest known neighbor. Upon reception of such a re-

quest, a node checks whether it has a sibling node; if not, the message is forwarded, again

to the smallest neighbor. Note that each node must either have a sibling or a neighbor

which is responsible for a smaller subgraph. Thus, the request must at some point reach

a peer which can merge zones with its sibling; this peer will do so and will then take over

the leaving peer’s responsibility area. Alternatively to forwarding the request, one of the
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direct neighbors could temporarily take over the subgraph of the leaving peer and for some

time maintain two subgraphs. Upon a join request one of the zones will then be passed to

the new peer. Such a simplification will speed up the leaving process and thus reduce the

probability that the data maintained by the leaving peer will be lost (for instance because

the navigation device is switched off at the end of the journey).

For failure detection, peers exchange periodic hello messages with their neighbors. Each

hello incorporates the peer ID and the list of its direct neighbors. If a peer misses a num-

ber of periodic hellos from one of its neighbors, a node failure is assumed and a recovery

strategy is utilized to restore a consistent overlay structure. To this end, once again just

like in PeerTIS, all peers keep track of their two-hop neighbors in the overlay (without ac-

tively maintaining overlay connections to them, just by evaluating regular hellos of the di-

rect neighbors). A peer which detects a node failure informs all the neighbors of the failed

peer about the problem. If the failed peer had a sibling neighbor it is asked to take over the

abandoned area. Otherwise, the detector itself will do so. Of course, a failure of the node

would mean that the data from its responsibility subgraph will be lost.

6.3.6 Look-up complexity

Before we come to the empirical, simulation-based assessments, we may ask the question

what behavior we should expect from an analytical, asymptotic perspective. Because the

overlay is based on the specific key neighbor graph, there is obviously no general answer.

Nevertheless, as argued above, road networks are “almost planar”, and the peers’ partitions

will typically be consecutive subgraphs of a similar size. We may thus expect an asymp-

totic routing complexity that resembles that found in a partitioned two-dimensional plane:

routing to a single, random key in O(
p

n) steps, and an asymptotically constant number

of neighbors. When using Kleinberg connections we reduce the complexity of the initial

look-up to O(log2(n)) hops.

As argued before, however, the more relevant question is for the effort to request infor-

mation on a group of k consecutive segments. We have already stated that requesting an

additional consecutive segment requires at most one additional hop. Querying k segments

thus requires a total of O(
p

n +k) or O(log2(n)+k) steps. This stands in sharp contrast to a

classical logarithmic-look-up DHT which requires O(k logn) steps to retrieve information

on k keys.

In order to get a feeling for what such a complexity means in reality we plotted the asymp-

totic number of hops that will be needed to retrieve complete information about a route of
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Figure 6.7: Asymptotic number of hops needed to retrieve information on 100 segments
length route.

k = 100 segments with an increasing number of peers in the network. Figure 6.7 shows the

results for a classical DHT, PeerTIS and GraphTIS with Kleinberg connections.

6.4 Evaluation

So far we have motivated our work with the statement that distributed (key,value)-storage

should be tailored to the application needs when the query pattern is not random and uni-

form. In particular, we discussed the case of a cooperative distributed peer-to-peer traffic

information system and its specific pattern of interrelated queries. In this section, we sim-

ulate this application with a realistic vehicular traffic simulator on a real-world street map,

and assess the performance of different overlay variants. This includes results from a re-

alization based on Chord [SMLN+03] and CAN [RFH+01]—as representative DHTs—and

several variants of the key-graph partitioning overlay as we propose it. We shall also com-

pare GraphTIS with the previously presented PeerTIS.

6.4.1 Simulation setup

We implemented the proposed algorithms and protocols in the peer-to-peer simulator

OverSim [BHK07], which we coupled with a road traffic simulator SUMO [KHRW02]. The
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simulation setup did not change in comparison to the evaluation of the PeerTIS in Sec-

tion 5.3.1: we have used the same map and the same car traces. The only important mod-

ification was to make the partitioned street graph available to all peers. The partitioning

was conducted “off-line”, that is before the simulation, with separate programs written for

this purpose. The results of the particular partitioning were encoded in the graph in form

of node labels as described in Section 6.3. Each peer only had to keep track of the number

of splits of its zone (its level in the partitioning tree).

For the routing shortest path algorithm, an implementation of Dijkstra’s Algorithm from the

Boost Graph Library (BGL) [BGL] was used. Also BFS partitioning was implemented with

the breadth_first_search algorithm from this library.

6.4.2 Comparison with generic DHTs

In the first step of our evaluation we compare the performance of GraphTIS overlays to a re-

alization of the application on the basis of the well-known DHTs: Chord (we used OverSim’s

implementation of Chord) and CAN.

The results of the first comparison are shown in Figure 6.8. The figure shows the cumulative

distribution of the total number of hops needed to answer a query for a car’s full route, for

Chord, CAN and for key-graph partitioning based on various different graph partitioning

algorithms, as described in Section 6.2.3. In this part of the evaluation we will only use

basic partitioning algorithms: geometric partitioning (GM) and the breadth-first search-

based approach (BFS).

The lines for the individual partitioning algorithms for key neighbor graph overlays are so

close together that they are hard to distinguish in Figure 6.8. However, all of them evidently

achieve far better results than the Chord- or CAN-based variants of the application. The

clear dominance of our scheme (regardless of the partitioning algorithm) is not surprising

given that Chord needs 4–5 hops on average to locate a single segment in the network.

For a car’s full route, this results in a quite large total number of overlay hops to retrieve

all the information. Clearly, overlays that are optimized for fast look-ups of independent,

“random” queries are not the best choice for applications with structured queries.

In DHTs locating one segment of the route does not help in locating further segments of the

same route. In our network connected segments can be looked up together, which greatly

reduces the overall effort. Furthermore, the preservation of the road networks’ structure

in our system increases the probability that a single peer is responsible for more than one

96



6.4 Evaluation

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  200  400  600  800  1000  1200  1400

C
u
m

u
la

ti
v
e
 d

is
tr

ib
u
ti
o
n

Total number of hops needed
to query a complete route

GraphTIS GM
GraphTIS BFS

Chord
CAN

Figure 6.8: Total number of hops needed to query a complete route.

segment of the query. Thus, one hop in the overlay can well result in the retrieval of more

than one data item.

Admittedly, it may be possible to modify Chord further, for instance by aggregating queries

that use the same outgoing finger or queries with similar hashes into one message. To

assess the potential gains of such an improved query transmission scheme, we show the

average number of distinct peers involved in handling a complete query for a full route, di-

vided by the number of road segments on the route (i. e., the number of peers contacted per

queried segment). If a peer was involved in processing more than one of the sub-queries

(by either forwarding or answering it) it was counted only once. Figure 6.9 shows that even a

DHT tweaked in this way is vastly outperformed by our scheme, again regardless of the spe-

cific graph partitioning algorithms. Our scheme contacts on average less than 0.4 unique

peers for each queried road segment, while Chord needs to query on average more than 2

peers, and CAN more than 8.

These results underline the fact that the distribution of related data all over the overlay in a

DHT like Chord or CAN is highly problematic because it results in a high number of peers

that need to be contacted in order to retrieve a set of related data items. A large number

of hops in the overlay directly translates to longer times a peer has to wait until its query

is completely answered. In the case of a traffic information system such a delay is crucial,

particularly for the first routing decision. We cannot expect a driver to wait for a longer time

before starting his or her journey because the navigation device is waiting for a description
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Figure 6.9: Average number of unique peers contacted per queried segment.

of possible routes. Our main design goal was to minimize the delay and thus improve the

user experience of a future system.

6.4.3 Choosing the partitioning algorithm

Figures 6.8 and 6.9 have already indicated that the specific key neighbor graph partitioning

approach has a little impact on the number of overlay hops for a look-up: in both figures

the lines were very close together. This is confirmed at closer examination. Figure 6.10

shows a “zoomed” version of Figure 6.8 (with a reduced x range). We also wanted to assess

the influence of the refinement of the partitioning with the Kernighan-Lin algorithm. Thus

two new lines are added: “GraphTIS KL-GM”, and “GraphTIS KL-BFS”. In both cases the

application of KL refinement brings significant improvements.

The average node degree in the overlay is an important aspect of each overlay design, and

thus also of choosing the partitioning algorithm. In our case, in contrast to classical DHTs

the degree is not defined a priori but results from the partitioning algorithm used. Fig-

ure 6.11 shows a cumulative distribution plot of the numbers of neighbors of the peers.

The plot is generated from a snapshot of routing tables at the end of the simulation. In our

design a higher number of neighbors directly translates into a higher cost for periodic hello

messages that need to be exchanged with all direct neighbors and a higher maintenance

overhead. On the other hand, small values may reduce the robustness of the system: if

only a small number of peers active in the overlay is known, each failure can inhibit proper
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Figure 6.10: Total number of hops needed to query a complete route (zoomed).

look-up processing. The distributions presented for all algorithms is acceptable though,

as the average number of direct neighbors is not too high so as to cause significant over-

head. Only in case of BFS algorithm we observed a single pathological case of producing a

partition with relatively high number direct neighbors (over 20 of them).

6.4.4 External edge weights

In our further experiments we have also examined the influence of setting edge weights in

the partitioned graph. We used three approaches: constant weights for all edges, weights

set accordingly to street priorities obtained from the map file, and weights reflecting traf-

fic densities on the segment. The densities were generated in a dry run of the simulation

(without dynamic routing). Of course the edge weights are only relevant for partitioning

refined with the Kernighan-Lin algorithm.

When using variable edge weights, we could only see improvements in the performance

of the initial look-up processing. That is, with external edges the messages were brought

faster to the peer responsible for the first segment of the queried route but the impact on

overall performance was limited. The respective results are presented in Figures 6.12 (for

KL-GM partitioning) and 6.13 (for KL-BFS). Apparently setting the values led to preserving

longer parts of “highways” in the partitioning process. If a query reached a peer responsi-

ble for such a long part of a highway it advanced significantly in its progress towards the

destination with only one hop.
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Figure 6.11: Node degree distribution.
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Figure 6.13: Effects of external edge weights (KL-BFS).

In our simulation peers do not prefer streets with higher priorities to drive on (but rather

used reported driving speed on segments to optimize their route decisions). Furthermore

they naturally avoided streets with high car densities (as they are potentially congested).

Thus the second part of query processing was not positively influenced by setting external

edge weights: routes interesting to the peers were “preferably” partitioned. Recall here that

in our simulations each navigation unit periodically requested descriptions of current and

alternative routes. Even assuming that the query regarding the current route was processed

more quickly in graphs with inhomogeneous edge weights, the queries for alternative roads

nevertheless usually included smaller streets which were preferably cut during the parti-

tioning. Clearly the metric used for setting the edge weights did not reflect all the interests

of the cars.

The graph partitioning algorithms that we used in our experiments were not developed

with any kind of peer-to-peer networks in mind. These results show us that the specific

partitioning algorithms used hardly affect the performance of the system at large; this is

also confirmed by all of our remaining results. In particular, it appears to be of surprisingly

little value to put much effort into fine-tuning the algorithms by using, e. g., traffic density-

based edge weights.
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Figure 6.14: Effects of additional connections.

6.4.5 Improvements of the initial look-up

The follow-up phase of processing a query is conducted quite efficiently in our network

due to the fact that the structure of the data is preserved. Further improvement of query

processing in our design can be achieved by speeding up the look-up of the first segment

of the route with the aforementioned improvements.

We first examine the impact of Kleinberg connections and extra random edges on overall

performance. The impact of introducing additional edges, as discussed above, is investi-

gated in the plot showing the number of hops needed to reach the initial segments of the

requested route. Figure 6.14 shows that Kleinberg connections indeed improve the look-up

of the first segment (label “KL-GM KC”). However, additional random edges introduced in

the key graph perform even better. Adding as little as five extra connections in the graph can

speed up the look-ups significantly. We have actually examined the possibility of adding a

larger number of edges in the graph but the gains for higher values were not significant;

in addition, additional edges can confuse the partitioning algorithm, leading to substantial

changes in the node degree distribution.

Additional edges will work with any type of application built upon a graph-based overlays.

We have also proposed a few improvements which are specific to a traffic information ap-

plication. Application specific improvements of the initial look-up include the caching of

previous look-ups (similarly to that proposed for PeerTIS in Section 5.2.4) and Geojoins

from Section 5.2.3. In the first case we took advantage of the fact that peers often look up the
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Figure 6.15: Effects of peer contact caching and Geojoins.

same road segments multiple times—either in order to stay up-to-date with the changing

traffic conditions, or when their own measurements are published for previously queried

segments. Directly after joining the network, the new peer will typically fetch all the data

needed to make its routing decision. Since the distance between a peer issuing a request

and the peer able to answer its first part depends on their distance in the key space we in-

troduced the concept of geographical joins to minimize this distance and thus accelerate

the look-up. Instead of joining at a random position in the key space, peers may join the

key space of the overlay in an area close to their own current geographical location.

Figure 6.15 shows the cumulative distribution of the number of hops needed to localize the

first segment of a route. We used KL-GM as a basic variant in order to examine the influence

of the proposed adjustments. The examination shows that, with caching, the first segment

of a route can be reached immediately (in one hop) in the vast majority of cases. Geojoins

speed up the initial look-up as well.

However, both approaches exhibit some shortcomings. Geojoins yield a more complex join

procedure: the join request of the new peer first has to be sent towards the region in the

key space containing its current physical position, which may involve many hops and thus

induce a delay. As we have already explained, this initial delay will significantly limit the

user experience of the final system. Caching works well when the temporal correlations

between users’ actions can be observed. But particularly in cases of rapid changes in the

traffic situation this is not necessarily the case: peers will then search for alternative routes

and will have to look up segments which were not previously searched for.
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Figure 6.16: Effects of simultaneous peer contact caching and Geojoins.

In contrast to Geojoins, caching can be successfully applied simultaneously with extra

edges in the graph. Both approaches work well in synergy, as can be seen in Figure 6.16.

6.4.6 Scalability

To assess the scalability of the proposed system, we tested it in simulations with increasing

penetration ratios. For each penetration ratio we conducted three simulations. We present

the average bandwidth usage over a time span of 1 000 s simulation, after the system has

stabilized. At the start of the simulation all the initially present participating cars join the

overlay (this artificial effect will not occur in reality). Thereafter, the number of joins and

leaves matches the realistic road traffic in the city. Secondly, initially there are very few

measurements stored in the network and so the bandwidth usage is naturally smaller. The

error bars show 95 % confidence intervals. As can be seen in Figure 6.17, the impact of

varying penetration ratios on the average bandwidth usage per peer is negligible.

6.4.7 Comparison with PeerTIS

The last part of our evaluation is a direct comparison between PeerTIS and GraphTIS. For

the sake of clarity, in the remainder of this section we will focus on the results from one

specific partitioning algorithm, i. e., KL-GM 5.
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Figure 6.17: Scalability: Average peer bandwidth usage.

A comparison of the performance of PeerTIS and GraphTIS in terms of hop count is de-

picted in Figure 6.18. The overall difference is not considerable but a slight advantage of

GraphTIS can be observed. Basically both systems pursue the same goal: they try to pre-

serve the known structure of the data. However, they use different means to achieve the

goal, and apparently both approaches work quite well as far as look-up processing is con-

cerned.

We now examine the induced network load, both for data traffic and for overlay mainte-

nance. Figure 6.19 shows the average bandwidth usage in the whole network. The error

bars show 95 % confidence intervals. For each simulation second we added up the sizes

of all messages exchanged in the network. As application data we classified queries and

look-ups (generated or forwarded by the peers), responses, and traffic caused by handing

over data upon joins or leaves. The maintenance overhead comprises all application-data

independent traffic, like periodic hellos or join and leave requests.

The bandwidth consumption in both cases is quite small, and easily achievable with mo-

bile Internet access networks like UMTS or GPRS. GraphTIS uses more bandwidth for over-

lay maintenance. However, the maintenance overhead is quite stable over time and at an

acceptably low level. This can be traced back to the quite reasonable distribution of rout-

ing table sizes in the network (Figure 6.11). There is no significant difference between the

amounts of traffic caused by application data.

We have also observed that the bandwidth usage of GraphTIS depends on the algo-
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Figure 6.18: Total number of hops needed to query a complete route: differences between
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Figure 6.20: Load distribution in the network.

rithm used for partitioning. It was noticeably smaller for geometric partitioning without

Kernighan-Lin and without extra edges (not presented in the plot for reasons of clarity), but

then it did not perform so well in terms of look-up efficiency. The maintenance overhead

is proportional to the number of direct neighbors. This is the usual trade-off in peer-to-

peer systems: a smaller routing table means less maintenance overhead but results in less

efficient routing of look-up messages.

The second metric used for workload estimation is the amount of data stored on the peers.

The cumulative distribution of the data collected after 30 minutes of a simulation is de-

picted in Figure 6.20 (we considered measurements that are older than 30 minutes as too

old to be of significant value for a traffic information system, and so older measurements

are removed). The unfair load balance was the main motivation to develop the graph-based

overlay. As we can see GraphTIS exhibits a very good load-distribution which is much better

than the original PeerTIS. It even outperforms the modified PeerTIS with Geojoins. Actu-

ally, the load distribution of GraphTIS is on a par with generic DHTs despite the fact that

the latter uses consistent hashing for uniform data placement while GraphTIS does not.

6.5 Conclusion

In this chapter we presented a new peer-to-peer overlay structure tailored for special needs

of traffic information systems. It specific supports a key space where the interrelation of
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the keys can be described by a graph (street graph in our case). We demonstrated that this

resulted in excellent look-up performance. Furthermore, the use of a graph instead of a

map (as in PeerTIS) to distribute the data allows to avoid unfair load distribution. In fact,

we achieved a load distribution comparable with that of a hash-based system.
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Application Evaluation

Traffic information systems (TIS) provide navigation units with information about the cur-

rent traffic conditions and thus enable dynamic routing decisions. We started our research

in this area at the network layer and showed that VANETs are not the best solution for such a

system. Then we proceeded upwards in the ISO OSI layer model and investigated a possible

peer-to-peer basis for TIS applications. We have presented two different approaches: one

based on an adjusted DHT (PeerTIS) and an overlay using a graph-based data placement

scheme (GraphTIS). In this chapter we conclude our work by examining the application

layer in a more detailed fashion.

The focus of existing work has mainly been on the technical feasibility of the solutions pro-

posed so far, e. g., dealing with the constrained bandwidth and limited connectivity of com-

munication networks. The feasibility of a technical solution is certainly an important fac-

tor. But, as far as market introduction is concerned, it is even more important to show that

such a system, when in place, can really bring some added value to the users. In our case

this would primarily be the possible improvements in travel times.

Given this background, our contributions are twofold. We extend the previously proposed

peer-to-peer structure by adding a publish/subscribe mechanism to handle updates effi-

ciently and show how dynamic routes can be calculated efficiently in this setting. Finally,

and potentially most importantly, we assess the benefits—i. e., travel time reduction—that

a user will obtain from using our system.
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7.1 Related work

7.1.1 User benefits in cooperative traffic information systems

We have already presented a wide spectrum of solutions for collecting and exchanging in-

formation about traffic conditions. Ideas for the technical realization of such systems range

from fully distributed approaches based on local, immediate wireless communication via

vehicular ad-hoc networks (VANETs), to infrastructure-based centralized solutions. We will

first look at the works on traffic information systems and review their contribution with re-

gard to assessing the potential user wins such systems can offer (regardless of their techni-

cal realization details).

Works using historical floating car data [PBB+08, YLSW10] cannot assess the real potential

of traffic information systems. The authors have used FCD collected by taxis and treated

them as if they were available in a traffic information system. A comparison of the real

taxi driver routes with the optimal routes determined with regard to traffic conditions has

show that significant improvements in travel time are possible when using a TIS. But there

is no guarantee that the estimated optimal times are really achievable in reality. The main

limitation of this work is the fact that the evaluation was done “off-line”, i. e., cars did not

really change their routes and take “optimal” alternatives. Thus the interplay between all

the participants, which is precisely what we would like to focus on, was not included in the

study.

SOTIS [WER+03] used simulations to evaluate the idea of a VANET-based traffic informa-

tion system. Their simulation scenario consists of a 160 km long part of a highway with

two lanes in each direction. The authors examined the propagation delay of the exchanged

data. In such a limited scenario they were unable to prove that the system can bring bene-

fits to the users: there were no alternative routes (and thus no dynamic routing).

CASCADE [IW08a] is another system using a highway scenario without dynamic routing

and alternative routes. The speed of information dissemination was examined with a four-

lane highway of length 100 km with vehicles enter the highway according to a Poisson dis-

tribution and travel at a maximum speed of 30 m/s.

In [XB06] a map of Southern California’s Inland Empire freeway network was used. The net-

work included the four major freeways consisting of approximately 500 roadway segments.

The authors did not use a separate traffic simulator but rather estimated the accuracy of

the information available. The problem of efficient dynamic routing when using such data

was not discussed.

110



7.1 Related work

Our previous work on PeerTIS [RSKM09] also included an estimation of possible user wins.

However, we performed this evaluation off-line. During the simulation a snapshot of the lo-

cal storages of all peers in the scenario was generated. The data were then used to calculate

optimal routes for a selected group of cars. The travel times of the routes were estimated

based on the values from the snapshot and subsequently compared with the travel times of

the original routes. Such an approach has obvious limitations as it is unable to capture the

whole interplay between the system users.

More comprehensive evaluations of a traffic information system use separate traffic sim-

ulators to generate a detailed movement of cars in the simulator. An example of such an

approach is [GIO04]. The scenario was composed mostly of the highways in southern New

Jersey. The network consisted of approximately 4 000 road segments. Car movement was

generated with the help of a micro-traffic simulator Paramics [CWM94]. The effectiveness

of the proposed solution was tested by simulating an incident on the default route of the

simulation. The authors then evaluated how much time was needed for the information

about the accident to reach all the participants. A readjustment of the routes was, however,

not performed.

Also TrafficView [NDLI04b] was evaluated with the help of a self-implemented traffic simu-

lator setdes. The work focused on the average delay of information spread. The scenario

comprised a 15 km highway with two lanes in each direction. In contrast to SOTIS, the au-

thors included exits and entries on the highway. Yet, again there was no technical possibility

for cars to really use alternative routes as all cars had to stay on the simulated highway.

The works of [LSW+08] included an analysis of travel time savings possible with a traffic

information system. The authors used VISSIM [PTV] to simulate vehicular traffic in the

city of Brunswick, Germany. The model covers an area of approximately 16km2, 500 km

of roads and a total of about 10 000 cars. VISSIM, however, does not allow to influence

the car behavior during the simulation. Thus a simplification of off-line evaluation of the

travel times had to be applied. The authors estimate that average travel time improvements

of 10 % are possible, and likewise, even for small penetration ratios (that is less accurate

information about traffic conditions) gains are still possible.

A realization of a TIS based on mobile Internet communication and centralized

servers [SSC+10] also included an estimation of potential user benefits. The authors used

SUMO as a traffic simulator and simulated vehicle movement in the area of a large mo-

torway interchange next to Frankfurt Airport. This region of 10km× 10km includes two

major German motorways (A3 and A5) and one large trunk road (B43). The authors, how-
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ever, only examined the influence of the proposed traffic information system on the CO2

emission. The changes in travel times were not reported.

The studies reviewed so far mostly did not include an assessment of potential user gains

because the simulation environments were designed to a provide detailed view of the net-

work layer, and the application layer was simplified. A typical abstraction employed was,

for instance, a pre-defined car movement which did not change during the simulation —

that is, cars did not really react to the available information. There are many limitations of

such an approach. On the one hand the travel time estimations are not accurate because

some factors influencing the times are not included. For instance, the traffic lights in a city

scenario can cause an additional delay.

On the other hand, when no dynamic routing is used, it is questionable if the technical fea-

sibility of a solution is really proved. For instance, dynamic routing could change the den-

sities of cars on a given route (some cars will take an alternative route). This fact can again

influence the speed of information dissemination in VANETs. Also the problem of load dis-

tribution in peer-to-peer based TIS is partly a side-effect of traffic congestion: streets are

overloaded with cars and thus responsible peers are overloaded with data. A traffic infor-

mation system with dynamic routing can by mitigating one problem (congestion) can also

mitigate the other (load distribution). In our evaluation we shall address this as yet unex-

plored aspect: the coexistence and interplay of application and network.

The main purpose of a cooperative traffic information system is to influence the behavior of

the participants by enabling dynamic routing. We believe that a plausible feasibility study

should include dynamic routing components, otherwise a number of important factors are

not captured.

7.1.2 Decision making

Provided some information about current traffic conditions is available, the drivers have to

take routing decisions. This is a complex subject often discussed in the literature.

Ben-Akiva et al. [BAPI91] list possible problems which may appear when taking a routing

decision provided with information about traffic conditions:

a) oversaturation (users may feel “overwhelmed” with the data),

b) overreaction (too many drivers respond too quickly to a given information and change

their routes causing “oscillations” of a jam between parallel routes),
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c) concentration (without a TIS people use different routes determined mainly by the start

and destination, whereas with a TIS they are drawn to streets with less traffic, which

leads to congestion).

The first problem is a man-machine interaction problem and we will not address it in our

work. The reason for overreaction is the rational behavior of the participants: they try to

minimize their own travel times. If all drivers behave in the same way they choose the

same routes. In order to reduce the risk of an overreaction, [WBKS02] suggested using not

only the current travel time on a given segment but also a gradient of the most recently

collected values as a metric. Such a gradient can be obtained from our peer-to-peer traffic

information system.

The process of a routing decision with available dynamic information on traffic conditions

has been described by Wahle et al. [WBKS02]. The authors use simulations with a multi-

agent approach. Each agent made decisions on two layers: on the tactical layer (where mi-

croscopic movement of a car was used, following the Nagel-Schreckenberg model [NS92]),

and on the strategic layer (dynamic agents use the information available to choose one of

the alternative routes). The simulation scenario comprised of two routes of equal length.

The authors observed that the cars were unable to find the global optimum in travel times,

and form a jam on one route or oscillating jams between the routes were observed. The

authors suggested that a system where drivers cannot coordinate their decisions will inher-

ently suffer from such shortcomings. However, the exact impact of this fact is not known.

Especially in the city scenarios with the number of the alternative routes is higher than two

as assumed in this work.

It is important to underline following contradiction: by improving the traffic flow in a street

network a TIS might increase some individual travel times. On average the drivers (not

only aware of the traffic conditions) are better off. Minimizing individual travel times will

increase the density on alternative routes and reduce the flow speed there. Thus cars trav-

eling originally on these alternative routes will reach their destinations later.

Further theoretical works concentrate on different types of the Vehicle Routing Problem

(VRP) [YC05, DDS92, FGS04]. They formally describe algorithms for routing cars (un-

derstood as managing a fleet of cars) to visit a list of predefined places, e. g., customers,

within given time windows when dynamic information about the current traffic condi-

tions [DDS92] or the traffic lights status [YC05] is available. Formal methods use “dynamic”

graphs where the graph edges of the network are available only in some time windows (for

instance when the traffic light is green) and are removed in other periods (red light). All

113



Chapter 7 Application Evaluation

routes start and end at a given central place. This constitutes a different problem state-

ment than ours, thus we will use a standard shortest path algorithms for determining the

routes of individual participants.

7.2 Publish/Subscribe

With the systems proposed so far (PeerTIS and GraphTIS), a car can get information on the

current traffic situation along a possible route in an efficient way. What is not easily pos-

sible, however, is keeping track of changes of the underlying data. To check whether the

currently chosen route is still the best option, a car would have to query the peer-to-peer

system periodically. This approach will waste resources whenever traffic conditions have

not changed significantly since the last time the information was requested. Thus, in this

chapter we would like to examine the applicability of the publish/subscribe paradigm to

distribute the updates on traffic conditions. With such an approach it is possible to forgo

the communication until something important or meaningful happens instead of under-

taking the effort of informing the users that there is no traffic congestion on their routes.

It can be expected that the application of the publish/subscribe paradigm will reduce the

bandwidth usage of the discussed application. An important question is, however, if the

savings do not come at the cost of less optimal routing decisions. Therefore we discuss and

evaluate our publish/subscribe solution together with the dynamic routing, as the both

subjects are clearly closely related to each other.

In a publish/subscribe-based system, instead of repeating the request the participants sub-

scribe once for the selected keys. They are then actively informed by the overlay if relevant

changes occur. For a general discussion of using publish/subscribe in peer-to-peer net-

works, we refer the reader to [EFGK03].

Using the taxonomy from [EFGK03], we use a peer-to-peer content-based publish-

subscribe system with a hierarchical multicast topology. Peers implicitly subscribe for road

segments when they request data about them while performing route planning. Subscrip-

tion requests are thus regular query packets and they are directly answered with the re-

quested data. In addition to this immediate response, though, the responsible peers also

keep track of a list of all the peers that subscribed for the segment. Thus, each peer is a

so-called broker for the data concerning the road segments it manages.

The broker of a road segment monitors the incoming data and determines if the traffic

conditions on that segment have changed significantly. This is the case when the travel
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time needed to traverse the road segment changes by more than a given factor com-

pared to the value reported previously (in our evaluation we used a deviation of more

than 10 %). Such an approach of reducing the communication burden by transmitting only

measurements that differ significantly from a “typical” situation has also been used by oth-

ers [GIO04, DJ07].

To reduce the burden of informing all subscribers, the broker divides the group of peers

which will be informed into several equally sized subgroups. Only one representative out

of each such group is directly informed. In addition to the actual notification, the messages

also contain the addresses of further peers which will be informed. Each representative will

then forward the notification to those peers.

We employed a soft-state approach for subscription management: subscriptions have a

limited time-to-live after which they are removed from the system. Hence the subscriber

has to periodically “refresh” its interests. Another way of removing the subscriptions was

triggered by incoming updates: if the originator of an incoming measurement previously

subscribed for information about the segment, its subscription was removed. It was as-

sumed that the car just passed the segment and further notifications about the changes

are not relevant for the driver. When a broker leaves the network it hands over the list of

subscriptions, similar to the way it hands over the traffic data it was responsible for.

7.3 Dynamic vehicle routing

The process of dynamic (re-)routing of vehicles encompasses two phases. First, an initial

route to the planned destination has to be found. Second, while the vehicle follows this

route, updates on the traffic condition may cause it to change its route.

7.3.1 Initial routing decision

As far as classical navigation is concerned, shortest path algorithms like Dijkstra’s shortest

path algorithm are used. Unfortunately, though, these algorithms require information on

all edge weights. While a peer-to-peer traffic information system can provide the navigation

unit with data on any road segment it asks (or subscribes) for, the retrieval of all available

measurements each time a routing decision has to be made is not feasible. Thus a challenge

is to select and subsequently request only the data important for the routing decision. For

that purpose we developed two strategies.
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In the first one, the navigation unit determines the static shortest path to the planned des-

tination (not considering the current traffic conditions). Thereafter the information about

the current traffic condition on this route is requested and the local weights for that route

are updated accordingly. The static values in the map are based on the maximum allowed

speed, so these travel times are lower bounds for the real-time values. The returned infor-

mation can thus only increase the estimated travel time along the calculated route. Hence,

the routing is started again after the information has been received, now with static travel

times for those route segments not yet queried (those that have not been on the static short-

est path), and with real-time travel times for those route segments that have been on the

calculated route. If a new shortest path is found, the respective missing data are requested.

The process is repeated until the shortest path contains only segments for which dynamic

information is available. We call this the greedy approach. Because the static travel times

are lower bounds, this algorithm is guaranteed to find the route with the currently lowest

travel time based on real-time data, but it may happen that a large amount of data needs to

be requested in many iterations until the algorithm terminates. In practice, it is therefore

advisable to limit the number r of iterations.

An alternative strategy defers the communication until the set of segments that should be

queried is fully known. First a set of the static a fastest routes is determined by means of a

modified Dijkstra’s Algorithm [CMM95]. For these routes the dynamic data are requested.

As soon as the data are available, the fastest route out of that subset is selected. We call this

approach AltRoute.

7.3.2 Keeping in touch with the development of the situation

Since traffic conditions change over time, the drivers have to update their local information

to check if the original route decision is still optimal. This is done by either periodically re-

questing the data for possible routes (in our simulations, cars did so every three minutes)

or by subscribing for the data and waiting for notifications, as described in the previous

section. As soon as new data become available, the route has to be adjusted. This is done

in a similar manner as the first routing decision described above. In order to avoid an over-

reaction and oscillations, we do the following: if a better alternative route is found when

the car is already driving, it will not necessarily change its route. Only when the expected

travel time of the alternative route is significantly shorter than the current one, the route is

adjusted. By doing so we mitigate to some extent the problem of overreaction.
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7.4 Evaluation

7.4.1 Simulation setup

For our evaluation we have used a similar set of tools as in the previous evaluations (see Sec-

tion 5.3.1 and Section 5.3.1). The set included the peer-to-peer simulator OverSim [BHK07]

which we coupled with the road traffic simulator SUMO [KHRW02]. We have used the same

map and the same car traces. For the following evaluation it was crucial that SUMO offers

a convenient way of interacting with the simulation through its TraCI interface [WPR+08]:

not only is it possible to obtain information about the current position of a given car, its

planned route, etc. but also to change the routes of individual cars. For this evaluation we

had to extend this interface by implementing some new functions. In particular we needed

to integrate in SUMO the extended Dijkstra’s Algorithm, as described in Section 7.3. SUMO

natively separates the routing decisions for different cars, that is setting the travel times for

a street segment according to the available information influences only the routing deci-

sion made by the setting car. The results of the routing can now be fetched via TraCI. The

simulation time was 2 400 seconds of road traffic for each simulation run.

For the data exchange we use the same implementations of the peer-to-peer algorithms

as in the previous chapters. Specifically, GraphTIS is used with the KL-GM partitioning

algorithm and 5 additional edges. The implementation of GraphTIS only has to be extended

with a publish/subscribe module. Apart from a storage of traffic measurements each peer

also had a storage for maintaining subscriptions. Upon join or leave of peers measurements

and subscriptions were handed over. The subscription lifetime was set to 600 seconds.

With regard to user updates we implemented a small improvement. Recall here that previ-

ously as soon as a car traversed a road segment, it contributed a measurements of its travel

time along that segment. Such a strategy is often utilized in traffic information systems but

may lead to the following problem: a traffic jam is only reported after the relevant road sec-

tion has been completely traversed. This could potentially take a long time, depending on

the road condition and the length of the road segment. In extreme cases a traffic jam will

be reported after it is completely traversed. We have therefore also use triggered updates:

each car estimates the travel time of the segment it is entering and if the traversal takes

much more time than expected, a triggered update is sent. The estimation of the travel

time is done based on the available traffic measurements or (when no data were available)

the segment length and maximal driving speed are used from the street map. We assume

that the deterioration of the traffic conditions (that is traffic jams) have a potentially larger

impact on the traveling times and thus should be reported as soon as possible.
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In order to stay in touch with the current traffic situation along the remaining part of their

routes, the peers perform periodic queries once every 180 seconds if periodic requests are

used. For publish/subscribe the difference between the reported and the current traffic

condition have to change by at least 10 % to trigger a notification to the subscribers. There-

fore each time an update is received, the responsible peer has to check if it needs to inform

any of the peers that subscribed for that particular segment.

7.4.2 Dynamic routing

We estimated the potential benefits offered by a traffic information system when using dif-

ferent routing strategies: greedy and alternative routes as described in Section 7.3 with

travel times generated by a shortest path algorithm without information about the current

traffic conditions. The information about car travel times without dynamic routing was ob-

tained from a dry-run of the SUMO simulation. We conducted a number of simulations for

a range of reasonable values for parameters r (Greedy) and a (AltRoute). Figure 7.1 shows

that the greedy algorithms yields the best results for r = 4 rounds. Presumably for higher

values the initial routing decision simply takes too much time. Recall that the routing deci-

sion is made after all the data are fetched, thus it may happen that in the meantime the car

has already got stuck in traffic jams on its original route.

For the alternative route algorithm (see Figure 7.2), the description of all possible routes

is retrieved in simultaneous requests. Thus the process does not necessarily take longer

for higher values of a. However, we noticed that the alternatives generated based on the

static edge values were very similar to each other. Such alternatives shared many common

segments, thus higher values of a increased the basis for a routing decision only by a small

fraction. We believe that a = 3 offers a good compromise between accuracy of information

and bandwidth usage.

A direct comparison between the best performing algorithms is presented in Figure 7.3:

the greedy approach with r = 4 produced a slightly better distribution of travel times than

AltRoute with a = 3. Clearly, in both approaches the majority of drivers reach their destina-

tions sooner than with the original routes. There is also a large group of cars which are not

influenced by the dynamic routing at all. Admittedly there are also few cars arriving at their

destination latter when dynamic routing is used. These are mainly cars with good initial

routes which are “disturbed” by the cars using dynamic navigation. The fraction of affected

cars is small however, suggesting that the previously mentioned problem of concentration

does not play a big role in the city scenarios with multiple alternative routes.
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Figure 7.1: Travel times improvement (Greedy).
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Figure 7.2: Travel times improvement (AltRoute).
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Figure 7.3: Comparison of travel times improvement.

We may now say that the possible gains our system can offer are known; what are then

the costs? A possible metric for that is the bandwidth usage of the best performing algo-

rithms (that is AltRoute with a = 3 and Greedy with r = 4). The greedy algorithm causes a

slightly higher bandwidth usage in the network. To illustrate this we summarized the size

of all packets sent in each simulation second. The mean load over time plot is presented

in Figure 7.4, including 95 % confidence intervals from three independent simulation runs.

We have also conducted experiments showing that the bandwidth usage of the greedy al-

gorithm is higher than that of AltRoute even if a = r . The reason why the greedy algorithm

requests more data than the alternative routes approach is as follows: Since the measured

travel times provided by the cars are, in most of the cases, worse than the static values,

each communication round generates a different route (comprised mainly of segments for

which no data are available). The routes produced by the alternative routes algorithm, on

the other hand, were often very similar to each other and before sending a query we re-

moved segments contained in other queries sent in the same round.

The values presented in Figure 7.4 are slightly higher, compared to the results of bandwidth

usage of GraphTIS presented in the previous chapter. The slight increase is caused by trig-

gered updates.

We were also able to observe a rather interesting interrelation between the changes in road

traffic caused by the TIS and the structure of the overlay. For example, due to the dynamic

routing decisions many formerly unused road segments are traversed. This increases quite

substantially the number of keys managed by the peer-to-peer system. At the same time the
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Figure 7.4: Total bandwidth usage caused by the application.

average storage size remains unchanged, i. e., the measurements are spread over a larger

number of road segments. In consequence we are convinced that any simulation envi-

ronment which does not include the feedback loop between application and network (i. e.,

rerouting of vehicles based on the information gathered from the TIS) is unlikely to capture

the full complexity of this environment.

7.4.3 Publish/Subscribe

The integration of a publish/subscribe module in GraphTIS aimed primary at reducing the

bandwidth usage caused by the traffic information system application. The difference in

bandwidth usage between systems relying on periodic queries and publish/subscribe is

depicted in Figure 7.7 and Figure 7.8, for greedy (r = 4) and alternative routes (with a = 3)

respectively. Especially in the former case a substantial reduction of the induced network

load can be observed. As already explained, the greedy algorithm requests a lot of data in

each routing round, constantly searching for better routes. When using publish/subscribe

the main effort is put in the initial route decision, afterward only notifications (and sub-

scription refresh) cause network usage.

The savings in bandwidth, however, come with less optimal routes. This is due to the fact

that the traffic conditions on a segment have to change significantly before this change is

reported to the subscribers. For our choice of the threshold (10 %) the impact can be seen

separately for the Greedy and AltRoute algorithms in Figure 7.5 and Figure 7.6. It should be
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Figure 7.5: Publish/Subscribe: Travel time improvements (Greedy).
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Figure 7.6: Publish/Subscribe: Travel time improvements (AltRoute).

122



7.5 Conclusion

 0

 200

 400

 600

 800

 1000

 1200

 1400

 1600

 1800

 600  800  1000  1200  1400  1600  1800  2000

B
a
n
d
w

id
th

 u
s
a
g
e
 [
B

/s
]

Simulation time [s]

Greedy Query
Greedy P/S

Figure 7.7: Publish/Subscribe: Bandwidth usage (Greedy).

noted that this is a trade-off: for both periodic requests and publish/subscribe bandwidth

can be saved by accepting less accurate road traffic information.

Broadly speaking, when publish/subscribe is used, cars mainly react to deterioration on

their current route, being notified each time such an event occurs, whereas the query-based

system tries to periodically improve the route.

7.5 Conclusion

In this chapter we have modified our architecture of the peer-to-peer based traffic informa-

tion system by adding a component to efficiently handle updates regarding the traffic sit-

uation. In our approach we took into account the special properties of traffic information

systems. Furthermore, by employing dynamic routing of vehicles we were able to investi-

gate the benefit that a user can expect from using this system and to identify interesting

effects such as the interplay between the structure of the overlay and the real-world traffic

conditions influenced by the application using the overlay.
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Chapter 8

Conclusions

In this thesis we have discussed the subject of inter-vehicular communication with an em-

phasis on traffic information systems. We have proposed a scalable solution to share and

distribute traffic related data among cars. By doing so we have also identified and solved a

number of interesting problems with special regard to this particular application.

We started our work in Chapter 2 with a review of related works on traffic information sys-

tems. This review allowed us to formulate a technical specification of the discussed system

together with its unique communication characteristics. In a cooperative TIS the partici-

pating cars are not only consumers of information but they also produce information by

sharing their observations (such as local measurements of the current traffic conditions)

with other vehicles. Such a cooperative approach allows for collecting a large amounts of

data at a relatively small cost. Instead of deploying an expensive, dedicated measuring in-

frastructure, information that is already available on board is shared (such as the current

position and driving speed). The application possesses a very characteristic communica-

tion pattern. A TIS usually requires communication among many participants spread over

relatively large distances that can span from ten kilometers in the case of a city scenario up

to a hundred kilometers on highways. Hence the communication requirements of the TIS

applications are quite challenging: continuously updated data measured by a large number

of system participants is to be made available to many vehicles in a relatively large area.

Equipped with the defined communication requirements of the discussed application we

show in Chapter 3 that the current approach of implementing a TIS in Vehicular Ad-Hoc

Networks (VANETs) inherently suffers from the bad connectivity and limited capacity of

wireless ad-hoc networks. In particular, we have developed a formal framework to evaluate

the proposed VANET solutions and assess the amount of data reduction needed to make

them scalable. We have shown that some of the proposed solutions do not scale neatly

with an increasing number of participants. Subsequently, the data reduction demanded by
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the scalable VANET-based solutions may limit the usability of the application. Some of the

data are filtered out or compressed to such a degree that they are no longer meaningful for

the considered application.

The application discussed in this thesis, i. e., a cooperative traffic information system, aims

at improving road safety and efficiency by reducing road congestion. Clearly such an appli-

cation is highly desirable and urgently needed. We have therefore proposed a solution that

allows implementing the application in an efficient way without the technological limita-

tions imposed by the VANETs. Our first attempt to do so was PeerTIS: a peer-to-peer-based

traffic information system built upon a mobile Internet access network (UMTS). Its design

was based on the fact that TIS’ participants will not request information about single street

segments, but rather a set of consecutive segments forming a route to the planned desti-

nation will be requested. Typical peer-to-peer networks used for content sharing, however,

destroy the interdependencies within the stored data by spreading the data randomly by

means of consistent hashing all over the network. Thus the challenges we had to address

are quite unique also in the peer-to-peer community. We show in Chapter 5 that the preser-

vation of the structure of the data stored in the system yields a considerable performance

improvement when compared to a generic content sharing peer-to-peer network. The first

solution we proposed kept the street segments which form a route close together in the

overlay structure by leaving hashing off and making the peers responsible for parts of the

street map. Each peer is then responsible for all the measurements referring to its part of

the map. Although such an adjusted peer-to-peer network already promised the feasibility

of real-world implementations, it suffered from unfair load distribution. Some of the peers

were responsible for parts of the map with no or only a few streets, thus contributing less

resources. This undermines the philosophy of a cooperative traffic information system.

Therefore we departure even further from the classical DHTs and proposed GraphTIS in

Chapter 6: a completely new peer-to-peer overlay algorithm which is based on the dis-

tributed storage of a routing graph. We have shown that this design tailored to the special

needs of the considered application enables efficient storage and retrieval of traffic related

data. A graph abstraction was used to describe the structure and the interdependencies

of the data. The street segments forming possible routes were connected by edges in the

graph. Each peer in our system was responsible for a small part of the original routing

graph, i. e., a set of street segments and the corresponding traffic measurements. Our de-

sign aimed at keeping segments that are likely to be queried together in one subgraph. Fur-

thermore, the peer-to-peer structure is built in such a way that the requests for a description

of the traffic conditions along a route are passed from peer to peer as if they followed the

route in the overlay. Such processing enable a quick retrieval of the relevant data, while the
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use of a graph instead of a map to distribute the data allows to avoid unfair load distribu-

tion. In fact, we achieved a load distribution comparable with that of a hash-based system,

at the same time outperforming such a solution in terms of look-up performance.

After arriving at the point where requests for data could be realized efficiently and the data

were fairly distributed among the participants, we addressed the last important function

of a traffic information system. Since the stored data are dynamic (the traffic conditions

change over time), a mechanism was required for keeping in touch with the development

of the situation. A naive solution would be to request the data periodically, which how-

ever can lead to the wastage of resources. Thus we proposed a novel approach to distribute

the updates in the cooperative traffic information system. Our solution utilizes a publish/-

subscribe paradigm. Instead of periodically requesting data, the participants publish their

interests for a particular type of data (e. g., referring to their current route) in the form of

subscriptions. As soon as the traffic conditions on a given route change significantly, all

the subscribers are informed so that they can react accordingly by adjusting their routes.

Our evaluation shows that such an approach can indeed significantly reduce the burden of

keeping in touch with the development of the situation.

The technical feasibility and efficiency of the proposed solutions, as demonstrated in a re-

alistic simulation study, marked an important step towards the practical usage of the dis-

cussed application. However, what was equally important, if not even more so, was to show

that when applied the application can bring some real benefits to its potential users. Traffic

information systems are meant to constitute a basis for dynamic routing of cars, allowing

them to avoid traffic jams and find the fastest route to the planned destination. In this

thesis we examined two distinct routing strategies that accounted for dynamic informa-

tion about the traffic condition. Their evaluation in Chapter 7 used a full-fledged traffic

simulator extended to facilitate the dynamic routing of the simulated cars. The presented

results are quite optimistic: the majority of the simulated cars reached their destinations

faster when dynamic routing and cooperative TIS were used. Subsequently, we identified

an interesting interplay between the application and the user gains. For instance, by “opti-

mizing” the traffic flow of the simulated cars we also further improved the load distribution

in the peer-to-peer network: the traffic measurements were spread more homogeneously

in the network (similarly to cars spread homogeneously over the alternative routes).

In summary, we have presented ways of implementing efficient cooperative traffic informa-

tion systems. Our solution uses peer-to-peer overlays built upon infrastructure-based mo-

bile Internet access networks. Most of the problems addressed in this thesis differ from the

typical research questions discussed in the inter-vehicular and peer-to-peer communities.
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We strongly believe that the proposed algorithms may also be applied in other applications

where structured data have to be stored and processed in an efficient, robust fashion. A

quite obvious extension would be to store in the system not only information about driving

conditions but also other data relevant to the drivers, such as information about parking

lots, points of interest, etc. Such an extension would be quite easy to integrate, as it uses

exactly the same addressing scheme. All the data relevant to the cars refer somehow to the

street segments the cars are driving on, and our systems are built to efficiently store and

distribute the data referring to street segments. Furthermore, a graph abstraction is widely

used in computer science as many applications rely on it to store and process their data.

Therefore it may be possible to use our solutions also outside the context of inter-vehicular

applications.
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Appendix A

Lemma Proofs

A.1 Proof of Lemma 3.1

We first note that ∆ is well-defined and positive because from δr 2
0 > 1 if follows that

p
δ−

r−1
0 > 0. We must show that for any circle C with radius r ≥ r0 less than δr 2 points can

be fit into C , if the pair-wise distances between the points are all at least ∆. The latter is

equivalent to stating that if we draw circles with radius ∆
2 around each of the measurement

points within C , then none of these small circles may intersect with each other.

Observe that the centers of all small circles must lie within C . Therefore, all the small circles

are fully enclosed within a circle C+ with the same center as C and radius r + ∆
2 . Thus, the

total area of the small circles (each covering an area of π(∆/2)2) is less than the area of

C+, which is π(r +∆/2)2. (It is strictly less because C+ can impossibly be fully covered by

small circles.) Therefore, for the total number n of small circles (i. e., the total number of

measurement points within C ) it holds that

n < π (r + (∆/2))2

π(∆/2)2 = r 2

(∆/2)2 + 2r

∆/2
+1

= r 2
(p

δ− 1

r0

)2

+2r

(p
δ− 1

r0

)
+1.

Because r ≥ r0, n is thus bounded above by

r 2
(p

δ− 1

r

)2

+2r

(p
δ− 1

r

)
+1 = r 2δ.

Consequently, the max-density condition holds.
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A.2 Proof of Lemma 3.2

We show that when
⌊4r
∆

⌋
points are evenly distributed on the perimeter of a circle with ra-

dius r ≥ ∆
2 , the distance between two neighboring points is at least ∆. The angle α between

two neighboring such points on the circle is

α= 2π⌊4r
∆

⌋ ≥ 2π
4r
∆

= π

2

∆

r
.

The distance µ between the points is the base of an isosceles triangle with arm length r and

angle α. Thus,

µ= 2r sin
(α

2

)
.

Note that ∀x ∈ [0,π/2] it holds that sin(x) ≥ 2x
π , and also note that α<π (because r ≥ ∆

2 and

thus
⌊4r
∆

⌋≥ 2). Therefore,

µ≥ 2r
2α

π
≥ 2r

2

π

π∆

4r
=∆.

From the fact that the distance between each pair of neighboring points is at least ∆, it

easily follows that all pair-wise distances are at least ∆.

A.3 Proof of Lemma 3.3

First, we show a simple lemma which will be of great help.

Lemma A.1. For all k ∈N,k ≥ 1 and all x ≥ k it holds that

bxc > k

k +1
x.

Proof. For x ∈N the assertion trivially holds. Thus, we focus on the case x ∈/ N. Let y :=
x −bxc. Since k ∈N and x ≥ k we also have bxc ≥ k. Because 0 < y < 1 we get

bxc
y

> k ⇒ bxc > k y ⇒ bxc > k(x −bxc)

⇒ (k +1)bxc > kx ⇒ bxc > k

k +1
x.

We now turn towards proving Lemma 3.3.
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According to the definition of M∗ above, the total number of measurement points in zone

Zi is

zi =
wi−1∑
j=0

⌊
4(ki − j∆)

∆

⌋

Since 4(ki− j∆)
∆ > 1 for any j < wi , we can apply Lemma A.1 (with k = 1) and get

zi >
wi−1∑
j=0

2(ki − j∆)

∆

= 2
wi−1∑
j=0

ki

∆
−2

wi−1∑
j=0

j

= 2

⌊
ki −ki−1

∆

⌋
ki

∆
−2

(wi −1)wi

2
.

Since per definition ki > 8ki−1 and ∀i ∈N : ki ≥∆ it holds that

ki −ki−1

∆
> 7.

We may thus again apply Lemma A.1 (this time with k = 7) and obtain

zi >
7(k2

i −ki ki−1)

4∆2 − (wi −1)wi .

Recall that the number of circles in zone Zi is

wi =
⌊

ki −ki−1

∆

⌋
and therefore

1 ≤ wi < ki

∆
.

Thus,

(wi −1)wi <
k2

i

∆2
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and we arrive at

zi >
7(k2

i −ki ki−1)

4∆2 − k2
i

∆2

= 3

4

k2
i

∆2 − 7

4

ki ki−1

∆2

= 1

2

k2
i

∆2 +
(

1

4

k2
i

∆2 − 7

4

ki ki−1

∆2

)

= 1

2

k2
i

∆2 +
(

(ki −7ki−1)ki

4∆2

)
.

Since per definition ki > 7ki−1, the term in parentheses is positive and thus

zi >
k2

i

2∆2 .

This is the assertion.
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Range Queries

Among the subjects discussed in the peer-to-peer community, range queries are probably

the closest to what is needed to implement a cooperative traffic information system in a

distributed manner. Here we review the works on enabling range queries in P2P and show

that they are not applicable in our specific setup of a traffic information system.

Classical DHTs use a hash function to determine which peer will be responsible for a given

key. However, such hashing destroys the ordering of the keys and makes queries for all

the keys within a given range hard to implement. Thus numerous extensions of DHTs or

stand-alone P2P structures supporting range queries have been proposed [RM06].

The Multi-Addressable Network (MAAN) [CMCS03] is built upon Chord [SMLN+03] and

uses a special form of “locality preserving” hashing to support range queries. The hashing

keeps attributes with similar numerical values close together in the Chord ring. An example

of such a hash function for an attribute with v values in range (vmi n , vmax ) would be:

H(v) = (v − vmi n) · (2m −1)/(vmax − vmi n)

If a peer wants to query for all values l < v < u it uses the standard Chord routing to find

the successor of l (the lower bound). Starting from the peer responsible for the beginning

of the sought-after interval, the query travels along the Chord ring together with all the keys

located from the interval. As soon as the query arrives at the successor of u, all the collected

keys are sent back to the query originator. This approach is not directly applicable in a TIS

application because we have to cope with data spread in a two-dimensional space, and

Chord can handle only one-dimensional data either with or without the locality preserving

hashing.

It would be possible to use two Chord rings: one mapping x coordinates of the keys and

the other mapping y coordinates. Such a generalization was proposed in Mercury [BAS04],
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where multi-attribute range queries were addressed. The system consists of a number of

Chord rings (“attribute hubs”, as the authors call them) and each ring is searched inde-

pendently. The authors did not use locality preserving hashing but rather left out hashing

altogether. To answer a typical range query such as, finding all values for keys from:

{(x, y) : x1 < x < x2 , y1 < y < y2}

Two rings have to be queried and all the keys from the given x and y interval range have

to be located. The query originator receives both lists and merges them to find the keys

fulfilling both criteria at the same time.

It should be noted that generally due to decentralization the query originator does not know

which keys are currently used in the system. Thus all the keys from an interval have to

be queried for. In the case of a TIS application, however, the participant knows exactly

which keys are relevant (the segments of the planned route) and only those are included in

a query.

Another way of extending existing DHTs to support range queries is to substitute hash-

ing with space-filling curves (Hilbert curves, z-curves, etc.) to order the keys and to

then map them onto a generic DHT. This approach was followed for instance in [AX02].

A Hilbert curve was also used to order the keys in a 2D Content Addressable Network

(CAN) [RFH+01]. The CAN space is partitioned as usual (and the SFC as well), thus each

peer is responsible for a part of the SFC (and the respective data). A range query is first

sent (by means of greedy forwarding) to the peer responsible for the middle part of the in-

terval. From this point on either “brute-force” flooding is initiated or “directed flooding”

by passing the query to the direct neighbors. Since the SFC keeps the data with similar at-

tribute values “close” in the peer-to-peer structure, such flooding has a limited range. Yet,

again, this approach allows only for one-dimensional queries, which are not sufficient for

an efficient realization of a TIS application.

A vast number of solutions for range queries in P2P networks are based on structures index-

ing multidimensional data, especially all kinds of tries. Again these indexes can be stored

in a decentralized fashion in either existing and adjusted or completely new DHTs.

BATON (BAlanced Tree Overlay Network) [JOV05] is a distributed tree structure. Each tree

node is maintained by a single peer. Both leaf and internal nodes are assigned a range of

values. Each peer maintains links to its parent node, child nodes and the nodes at a distance

of power of two at the same level in the tree. The BATON overlay structure behaves like

an index tree (an AVL tree to be exact). For point queries a peer sends the query to the
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node from its routing table which is the rightmost node with an interval start smaller than

the searched value (when the searched value is not in the same subtree as the originator).

Alternatively, the search request is forwarded down the tree to the destination node whose

range of index values contains the searched value. The range queries are handled as point

queries but as soon as the peer responsible for a part of the interval is located the query

is sent down in the tree structure to answer the query completely. [SOTZ07] extends this

idea to support multidimensional queries. The authors used exactly the same algorithm

to store and manage a K-D tree indexing a multidimensional key space. The queries are

multidimensional “cubes” of attribute ranges. Such a structure could indeed store traffic

information, if not efficiently. A query primitive used in this system is a minimal bounding

box containing sought-after keys. The same holds true for other trie-based solutions such

as [CLGS04] using P-Trees or DHR trees from [WS06]. In both cases the tries are stored in

the ring structure of Chord.

It is important to point out that the minimal bounding box as a query primitive is not di-

rectly applicable to a traffic information system. To illustrate this, assume a traffic infor-

mation system that is relying on a range query functionality as described above, i. e., on

the ability to retrieve information from a given (n-dimensional) key interval. Assume that

a driver wants to drive from Chicago to Los Angeles along Route 66. At the beginning of the

journey he or she wants to be sure that the current traffic conditions are sufficiently good

to enjoy the trip, and so produces a query for the traffic information system to retrieve all

the relevant measurements:

(x, y) ∈ (xchi cag o , xl .a)× (ychi cag o , yl .a)

This would be the minimal bounding box containing Route 66 (Figure B.1). Clearly such

a 2D interval includes a very large number of keys that are not relevant to the query—for

instance routes heading in completely different directions.

A different approach to supporting range queries are systems which do not use DHTs but

instead a skip lists or skip graphs [AS07]. A skip list is a distributed linked list containing all

the keys maintained in the network. Each peer is responsible for a subinterval of the list.

The peers are not only connected to direct neighbors (responsible for adjacent intervals)

but also possess “shortcuts” to distant parts of the list. In order to locate a single key in

the network a form of greedy forwarding towards the sought-after key is performed. Skip

lists do not use hashing and thus are able to preserve the structure of the stored data and to

naturally handle range queries. On the other hand, they are susceptible to load-balancing
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Appendix B Range Queries

Figure B.1: Bounding box containing a planned journey (Route 66 from Chicago to Los An-
geles).

problems. An important observation is that a skip list can be (on a one-to-one basis) trans-

formed into an unbounded random B-tree [AS07]. This feature allows for multidimensional

range queries similar to those on the tries presented above. Consequently, they suffer from

the same shortcomings of an insufficient query primitive.

Expressing a query for a sequence of segments forming a route as a sequence of indepen-

dent point queries is clearly not efficient. On the other hand, querying for data within a

bounding box results in the retrieval of irrelevant data. In this thesis we have present a new

query primitive which suits the exact needs of a TIS application.
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